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1 Introduction

Let Ω be a bounded domain in Rn with suitably smooth boundary Γ = ∂Ω and consider

the following wave equation with a nonlinear internal damping










u′′ − ∆u+ g(u′) = 0 in Ω × (0,∞),
u = 0 in Γ × (0,∞),
u(0) = u0, u′(0) = u1 in Ω.

(1.1)

By ′ we denote the derivative with respect to the time variable. ∆ denotes the Laplace

operator in the space variables. u(0), u′(0) denote the functions x → u(x, 0), x → u′(x, 0),

respectively. g(s) ∈ C(R) is a given function.

All along this paper we assume g to be non-decreasing and such that g(0) = 0. Under

these conditions the nonlinear term g(u′) has a dissipative effect on the equation. Indeed,

the energy

E(t) =
1

2

∫

Ω
(|u′|2 + |∇u|2)dx (1.2)

of solutions of (1.1) satisfies
dE(t)

dt
= −

∫

Ω
g(u′)u′dx. (1.3)

It is well known that (see [6, 7, 8, 9, 10, 18, 19]) if g satisfies the following polynomial growth

assumption near the origin

c|s|r ≤ |g(s)| ≤ C|s|1/r, ∀s ∈ R with |s| ≤ 1, (1.4)

where c > 0 and r ≥ 1 are constant, then the energy E decays polynomially as t → ∞.

More precisely, for every solution of (1.1) there exists a positive constant C that depends

continuously on the initial energy E(0) such that

E(t) ≤ C(E(0))t−2/(r−1), ∀t > 0. (1.5)

When r = 1 the decay rate is exponential. In order for this decay rate to hold some minimal

growth conditions on the nonlinearity are also needed at infinity. Namely,

c|s| ≤ |g(s)| ≤ C|s|p, ∀s : |s| ≥ 1 (1.6)

with p > 1 such that (n − 2)p ≤ n + 2. Note that the decay rate (1.5) depends only on the

behavior of the nonlinearity at the origin. However, the constant C(E(0)) appearing in (1.5)

does depend also on the growth conditions (1.6) (see [4]).
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The aim of this paper is to obtain an explicit decay rate for the energy of solutions of

(1.1) without any growth assumption on the nonlinear damping term g near the origin. More

precisely, given any continuous, non-decreasing function such that g(0) = 0 and satisfying

the growth conditions at infinity (1.6) we intend to obtain a decay rate for the energy. In

this setting (1.5) should just be a particular example of a rather general result valid under

the further condition (1.4).

In particular one could ask what the decay rate of solutions is when the nonlinearity

g degenerates near the origin faster than any polynomial. For example, if g satisfies the

following condition

|g(s)| = e−1/s2

, for |s| ≤ 1. (1.7)

This problem was studied by Lasiecka and Tataru [11] in the context of the nonlinear bound-

ary damping, who proved that the decay rate can be described by a dissipative ordinary dif-

ferential equation without imposing any growth condition to the nonlinearity at the origin.

We here give an easy proof of this result in the case of the internally distributed damping

that provides a simpler dissipative ordinary differential equation describing the decay rate.

We employ the method introduced in [7], [19] and [20] based on the construction of a suitable

Lyapunov functional which is equivalent to the energy of the system. We prove that this

Lyapunov functional satisfies the desired differential inequality using Young’s and Jensen’s

inequalities. The proof is rather constructive and therefore, given a dissipative function g,

this ordinary differential equation can be easily constructed explicitly. This allows to recover

the classical polynomial decay rates under the condition (1.4) but also to prove logarithmic

decay rates for nonlinearities that degenerate exponentially at the origin as in (1.7).

There is an extensive literature in this topic and our list of references is not exhaustive at

all. In addition to the methods we have indicated above the works by M. Nakao [14] and [15]

are also worth mentioning. In these works an integral inequality is derived for the energy.

The decay rate then holds by solving this integral inequality. This method has been recently

greatly extended by P. Martinez [12] and [13] who has obtained results that are close to the

one we present here in the case where the damping is localized in a suitable open subset of

the domain or on the boundary.
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Very recently, J. Vascontenoble [17] has done an important contribution to this field

showing that the classical decay estimates for the energy of dissipative wave equations (both

when the dissipative term acts in the interior or on the boundary) are optimal.

The rest of the paper is organized as follows. We present our main result and its proof

in section 2. Then, in section 3, we give three examples to illustrate how to derive from our

general result the usual exponential or polynomial decay rate and also the logarithmic decay

rate for the damping that degenerates exponentially at the origin.

2 Main Result and Proof

In what follows, Hs(Ω) denotes the usual Sobolev space (see [1]) for any s ∈ R. For s ≥ 0,

Hs
0(Ω) denotes the completion of C∞

0 (Ω) in Hs(Ω), where C∞
0 (Ω) denotes the space of all

infinitely differentiable functions on Ω with compact support in Ω. Let X be a Banach space.

We denote by Ck([0, T ];X) the space of all k times continuously differentiable functions

defined on [0, T ] with values in X, and write C([0, T ];X) for C0([0, T ];X).

We define the energy E(t) of solutions of (1.1) by

E(t) =
1

2

∫

Ω
(|u′|2 + |∇u|2)dx. (2.1)

Let k > 0 denote the best constant in Poincaré’s inequality

∫

Ω
|u|2dx ≤ k2

∫

Ω
|∇u|2dx, ∀ u ∈ H1

0 (Ω). (2.2)

Let the constant p satisfy

1 ≤ p ≤
n + 2

n− 2
, if n > 2, (2.3)

1 ≤ p <∞, if n ≤ 2. (2.4)

Then, by Sobolev’s embedding theorem (see [1, p. 97]), H1
0 (Ω) is embedded into Lp+1(Ω),

and consequently, L(p+1)/p(Ω) is continuously embedded into H−1(Ω). Let α = α(p) > 0

denote the best constant such that

‖u‖H−1(Ω) ≤ α
(

∫

Ω
|u|(p+1)/pdx

)p/(p+1)
, ∀ u ∈ L(p+1)/p(Ω). (2.5)

The following is our main result.
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Theorem 2.1 Assume that g ∈ C(R) satisfies the following conditions:

(i) g(0) = 0;

(ii) g is increasing on R;

(iii) there are constants c1, c2 > 0 and p ≥ 1 satisfying (2.3)-(2.4) such that

c1|s| ≤ |g(s)| ≤ c2|s|
p, for |s| ≥ 1; (2.6)

(iv) there exists a strictly increasing positive function h(s) of class C2 defined on [0,∞)

and a constant c3 > 0 such that

c3h(|s|) ≤ |g(s)| ≤ c4h
−1(|s|), for |s| ≤ 1, (2.7)

where h−1 denotes the inverse of h and c4 = max
|s|≤1

|g(s)|;

(v) there exists an increasing, positive and convex function ϕ = ϕ(s) defined on [0,∞)

and twice differentiable outside s = 0 such that ϕ(|s|(p+1)/p) ≤ h(|s|)|s| on [−1, 1] and ϕ′′(s)s

is increasing on [0,∞).

Then the energy E(t) of solutions of (1.1) with (u0, u1) ∈ H1
0 (Ω) × L2(Ω) satisfies the

following decay rate:

E(t) ≤ 2V (t), for t ≥ 0, (2.8)

where V (t) is the solution of the following differential equation:

V ′(t) = −
εV (t)

b
ϕ′

(aV (t)

b

)

− εm1ϕ
(aV (t)

b

)

+m2ελ
p+1ϕ′

(aV (t)

c

)(V (t)

c

)(p+1)/2
. (2.9)

Furthermore, we have

lim
t→∞

E(t) = lim
t→∞

V (t) = 0. (2.10)

The various constants above are given by

λ = any positive constant (very small in practice), (2.11)

m1 = 2mes(Ω) +
αp

p+ 1
c
(p+1)/p
4 mes(Ω)λ−(p+1)/p, (2.12)

m2 =
α

p+ 1
2(p+1)/2(1 + c

1/(p+1)
2 ), (2.13)
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a = m−1
1 , (2.14)

M1 = (akϕ′′(aE(0))E(0) + 2c−1
1 ϕ′(aE(0)) +

αp

p+ 1
c
1/(p+1)
2 λ−(p+1)/pϕ′(aE(0)))−1,(2.15)

M2 = (akϕ′′(aE(0))E(0) +
αp

p+ 1
c
1/p
4 λ−(p+1)/p + 2c−1

3 )−1, (2.16)

ε = min{M1, M2,
1

2kϕ′(aE(0))
}, (2.17)

b = 1 + εkϕ′(aE(0)), (2.18)

c = 1 − εkϕ′(aE(0)). (2.19)

Proof. We may assume that (u0, u1) ∈ (H2(Ω) ∩ H1
0 (Ω)) × H1

0 (Ω) so that the solutions

have the following regularity

u ∈ C([0,∞), H2(Ω) ∩H1
0 (Ω)) ∩ C1([0,∞), H1

0(Ω)). (2.20)

The general case can be handled by a density argument.

By a straightforward calculation, we have

E ′(t) = −
∫

Ω
u′g(u′)dx ≤ 0. (2.21)

If E(t0) = 0 for some t0 ≥ 0, then, by (2.21), we have E(t) ≡ 0 for t ≥ t0 and then the

theorem holds. Therefore, we may assume that E(t) > 0 for t ≥ 0. This assumption ensures

that, in the following proof, ϕ′′(aE(t)) makes sense as we have assumed that ϕ(s) is twice

differentiable outside s = 0.

Set

V (t) = E(t) + εψ(E(t))
∫

Ω
uu′dx, (2.22)

where ψ(s) and ψ′(s)s are positive and increasing functions on (0,+∞) that will be deter-

mined in the proof. Using (2.21) and Poincaré inequality, we deduce

V ′(t) = E ′(t) + εψ′(E(t))E ′(t)
∫

Ω
uu′dx

+εψ(E(t))
∫

Ω
[|u′|2 − |∇u|2 − ug(u′)]dx

= −
∫

Ω
u′g(u′)dx− εψ′(E(t))

∫

Ω
uu′dx

∫

Ω
u′g(u′)dx

+εψ(E(t))
∫

Ω
[−|u′|2 − |∇u|2]dx
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+2εψ(E(t))
∫

Ω
|u′|2dx− εψ(E(t))

∫

Ω
ug(u′)dx

≤ −
∫

Ω
u′g(u′)dx+

1

2
kεψ′(E(t))

∫

Ω

( |u|2

k2
+ |u′|2

)

dx
∫

Ω
u′g(u′)dx

−2εψ(E(t))E(t) + 2εψ(E(t))
∫

Ω
|u′|2dx− εψ(E(t))

∫

Ω
ug(u′)dx.

Moreover, by (2.6), we have |u′|2 ≤ c−1
1 u′g(u′) for |u′| ≥ 1, and therefore taking into account

that ψ′(s)s is non-decreasing we deduce that

V ′(t) ≤ −2εψ(E(t))E(t) + [εkψ′(E(0))E(0) − 1]
∫

Ω
u′g(u′)dx

+2εc−1
1 ψ(E(t))

∫

[|u′|≥1]
u′g(u′)dx+ 2εψ(E(t))

∫

[|u′|≤1]
|u′|2dx

−εψ(E(t))
∫

Ω
ug(u′)dx

≤ −2εψ(E(t))E(t)

+[εkψ′(E(0))E(0) + 2εc−1
1 ψ(E(0)) − 1]

∫

[|u′|≥1]
u′g(u′)dx

+[εkψ′(E(0))E(0) − 1]
∫

[|u′|≤1]
u′g(u′)dx

+2εψ(E(t))
∫

[|u′|≤1]
|u′|2dx (= I1)

−εψ(E(t))
∫

Ω
ug(u′)dx (= I2). (2.23)

We now estimate I1 and I2 as follows. Let ϕ∗ denote the dual of ϕ in the sense of Young (see

[2, p. 64] for the definition). Then, by Young’s inequality [2, p. 64] and Jensen’s inequality

[16], we deduce

I1 = 2εmes(Ω)ψ(E)
1

mes(Ω)

∫

[|u′|≤1]
|u′|2dx

≤ 2εmes(Ω)ψ(E)
1

mes(Ω)

∫

[|u′|≤1]
|u′|(p+1)/pdx (note that |u′| ≤ 1 and p ≥ 1)

≤ 2εmes(Ω)
[

ϕ∗(ψ(E)) + ϕ
( 1

mes(Ω)

∫

[|u′|≤1]
|u′|(p+1)/pdx

)

≤ 2εmes(Ω)ϕ∗(ψ(E)) + 2ε
∫

[|u′|≤1]
ϕ(|u′|(p+1)/p)dx

)

≤ 2εmes(Ω)ϕ∗(ψ(E)) + 2ε
∫

[|u′|≤1]
|u′|h(|u′|)dx (use (2.7))

≤ 2εmes(Ω)ϕ∗(ψ(E)) + 2εc−1
3

∫

[|u′|≤1]
u′g(u′)dx, (2.24)
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and

ψ(E)
∫

[|u′|≤1]
|g(u′)|(p+1)/pdx

≤ c
(p+1)/p
4 mes(Ω)ϕ∗(ψ(E)) + c

(p+1)/p
4

∫

[|u′|≤1]
ϕ(|c−1

4 g(u′)|(p+1)/p)dx
)

≤ c
(p+1)/p
4 mes(Ω)ϕ∗(ψ(E)) + c

(p+1)/p
4

∫

[|u′|≤1]
|c−1

4 g(u′)|h(c−1
4 |g(u′)|)dx (use (2.7))

≤ c
(p+1)/p
4 mes(Ω)ϕ∗(ψ(E)) + c

1/p
4

∫

[|u′|≤1]
u′g(u′)dx. (2.25)

Since we have assumed that

u ∈ C1([0,∞), H1
0(Ω)), (2.26)

it follows from (2.6), (2.7) and Sobolev’s embedding theorem (see [1, p. 97]) that

∫

Ω
u′g(u′)dx ≤ c2

∫

[|u′|≥1]
|u′|p+1dx +

∫

[|u′|≤1]
|u′||g(u′)|dx <∞, ∀t > 0. (2.27)

Moreover, by (2.6), we have

|g(u′)|(p+1) ≤ c2[u
′g(u′)]p, |u′| ≥ 1. (2.28)

Thus, by Young’s inequality [2, p. 64], for any positive constant λ, we have

|I2| = εψ(E(t))|
∫

Ω
ug(u′)dx|

≤ εψ(E(t))‖u‖H1
0 (Ω)‖g(u

′)‖H−1(Ω)

≤ αεψ(E(t))‖u‖H1
0 (Ω)

(

∫

Ω
|g(u′)|(p+1)/pdx

)p/(p+1)

≤ αεψ(E(t))‖u‖H1
0 (Ω)

(

∫

[|u′|≤1]
|g(u′)|(p+1)/pdx

)p/(p+1)

+αεc
1/(p+1)
2 ψ(E(t))‖u‖H1

0 (Ω)

(

∫

[|u′|≥1]
u′g(u′)dx

)p/(p+1)

≤ αεψ(E(t))
[ p

p+ 1
λ−(p+1)/p

∫

[|u′|≤1]
|g(u′)|(p+1)/pdx +

1

p+ 1
λp+1‖u‖p+1

H1
0 (Ω)

]

+αεc
1/(p+1)
2 ψ(E(t))

[ p

p+ 1
λ−(p+1)/p

∫

[|u′|≥1]
u′g(u′)dx+

1

p+ 1
λp+1‖u‖p+1

H1
0 (Ω)

]

≤
αεp

p+ 1
c
(p+1)/p
4 mes(Ω)λ−(p+1)/pϕ∗(ψ(E)) (use (2.25))

+
αε

p+ 1
2(p+1)/2(1 + c

1/(p+1)
2 )λp+1ψ(E(t))E(p+1)/2(t)

+
αεp

p+ 1
c
1/p
4 λ−(p+1)/p

∫

[|u′|≤1]
u′g(u′)dx

+
αεp

p+ 1
c
1/(p+1)
2 λ−(p+1)/pψ(E(0))

∫

[|u′|≥1]
u′g(u′)dx. (2.29)
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It therefore follows from (2.23), (2.24) and (2.29) that

V ′(t) ≤ −2εψ(E(t))E(t) + 2εmes(Ω)ϕ∗(ψ(E))

+
αεp

p+ 1
c
(p+1)/p
4 mes(Ω)λ−(p+1)/pϕ∗(ψ(E))

+
αε

p+ 1
2(p+1)/2(1 + c

1/(p+1)
2 )λp+1ψ(E(t))E(p+1)/2(t)

+(εk1 − 1)
∫

[|u′|≥1]
u′g(u′)dx + (εk2 − 1)

∫

[|u′|≤1]
u′g(u′)dx. (2.30)

where

k1 = kψ′(E(0))E(0) + 2c−1
1 ψ(E(0)) +

αp

p + 1
c
1/(p+1)
2 λ−(p+1)/pψ(E(0)), (2.31)

k2 = kψ′(E(0))E(0) +
αp

p+ 1
c
1/p
4 λ−(p+1)/p + 2c−1

3 . (2.32)

By the definition of the dual function in the sense of Young ϕ∗(s) of the convex function

ϕ(s) of hypothesis (v), ϕ∗(t) is the Legendre transform of ϕ(s), which is given by (see [2, p.

61-62])

ϕ∗(t) = tϕ′−1(t) − ϕ[ϕ′−1(t)]. (2.33)

Thus, we have

ϕ∗(ψ(E)) = ψ(E(t))ϕ′−1(ψ(E(t))) − ϕ[ϕ′−1(ψ(E(t))). (2.34)

This motivates us to make the choice

ψ(s) = ϕ′(as) (2.35)

so that

ϕ∗(ψ(E)) = ϕ′(aE)aE − ϕ(aE)

where the constant a will be determined later. By condition (v), ψ(s) satisfies the require-

ment we set at the beginning of the proof, that is, ψ and ψ′(s)s are positive and increasing

on (0,+∞). Taking

a = (2mes(Ω) +
αp

p+ 1
c
(p+1)/p
4 mes(Ω)λ−(p+1)/p)−1, (2.36)

and noting the definition (2.12), (2.13) and (2.17) of m1, m2 and ε, we deduce from (2.30)

that

V ′(t) ≤ −εϕ′(aE(t))E(t) − εm1ϕ(aE(t)) +m2ελ
p+1ϕ′(aE(t))E(p+1)/2(t). (2.37)
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On the other hand, since ϕ(s) and ϕ′(s) are positive and increasing on (0,∞), it follows

from Poincaré’s inequality that

[1 − εkϕ′(aE(0))]E(t) ≤ V (t) ≤ [1 + εkϕ′(aE(0))]E(t). (2.38)

Therefore, we deduce from (2.37) and (2.38) that

V ′(t) ≤ −
εV (t)

1 + εkϕ′(aE(0))
ϕ′

( aV (t)

1 + εkϕ′(aE(0))

)

−εm1ϕ
( aV (t)

1 + εkϕ′(aE(0))

)

+m2ελ
p+1ϕ′

( aV (t)

1 − εkϕ′(aE(0))

)[ V (t)

(1 − εkϕ′(aE(0)))

](p+1)/2
. (2.39)

This is (2.9).

It remains to prove (2.10). We argue by contradiction. Suppose that E(t) doesn’t tend

to zero as t→ ∞. Since E(t) is decreasing on [0,∞), we have

E(0) ≥ E(t) ≥ σ > 0, ∀t ≥ 0, (2.40)

and by (2.38), we have

bE(0) ≥ V (t) ≥ β > 0, ∀t ≥ 0. (2.41)

Thus we have

ϕ′(aE(0)) ≥ ϕ′
(aV (t)

b

)

≥ γ > 0, ∀t ≥ 0. (2.42)

Let λ > 0 be so small that

m2λ
p+1ϕ′

(aV (t)

c

)(V (t)

c

)(p+1)/2
≤ m1ϕ(aβ/b), ∀t ≥ 0. (2.43)

It therefore follows from (2.9) that

V ′(t) ≤ −
εγ

b
V (t), ∀t ≥ 0, (2.44)

which is in contradiction with (2.41). This completes the proof. 2

Remark 2.2 The function ϕ which satisfies the conditions of Theorem 2.1 always exists.

For example, we set

ϕ̄(s) = conv[sp/(p+1)h(sp/(p+1))], (2.45)
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where conv denotes the convex envelope of a function. Then we can take an increasing,

convex and twice differentiable function ϕ(s) such that ϕ(s) ≤ ϕ̄(s). 2

Corollary 2.3 Assume that g ∈ C(R) satisfies all the conditions of Theorem 2.1. Suppose

ϕ(s) = sp/(p+1)h(sp/(p+1)) is convex and twice continuously differentiable. Then the energy

E(t) of (1.1) satisfies the following decay rate:

E(t) ≤ 2V (t), for t ≥ 0, (2.46)

where V (t) satisfies the following differential equation:

V ′(t) = −
ε(2p + 1)a

−1
p+1

(p+ 1)b
p

p+1

V
p

p+1h
(

(
aV

b
)

p

p+1

)

−
εp

(p+ 1)b
(
a

b
)

p−1
p+1V

2p

p+1h′
(

(
aV

b
)

p

p+1

)

+
pm2ελ

(p+1)

p+ 1

[

(
aV

c
)

−1
p+1h((

aV

c
)

p

p+1 ) + (
aV

c
)

p−1
p+1h′((

aV

c
)

p

p+1 )
](V

c

)
p+1
2 . (2.47)

Proof. Since

ϕ(s) = sp/(p+1)h(sp/(p+1)), (2.48)

ϕ′(s) =
p

p+ 1
[s−1/(p+1)h(sp/(p+1)) + s(p−1)/(p+1)h′(sp/(p+1))], (2.49)

substituting (2.48) and (2.49) into (2.9), we obtain (2.47). 2

3 Examples

In this section, we give three examples to illustrate how to derive from our general result

the usual exponential or polynomial decay rate and the logarithmic decay rate for the expo-

nenatially degenerate damping. In what follows, by ω we denote various positive constants

that may vary from line to line.

Example 1. Exponential Decay Rate. Let g(s) = `s and p = 1, where ` is a positive

constant. Then h(s) = `s as well. In this case, all the assumptions of Corollary 2.3 are

satisfied and (2.47) becomes

V ′(t) = −ωV (t), (3.1)
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where ω is a positive constant. Thus, as usual, we obtain an exponential decay rate. 2

Example 2. Polynomial Decay Rate. Assume g(s) = `|s|q−1s with q > 1 and ` > 0.

Then h(s) = `sq and p = 1 , q > 1. Then (2.47) becomes

V ′(t) = −ω[V (t)](q+1)/2, (3.2)

which, as usual, implies the polynomial decay rate

E(t) ≤ C(E(0))t−2/(q−1), ∀t > 0. (3.3)

2

Example 3. Logarithmic Decay Rate. Let p = 1 and g(s) = s3e−
1

s2 near the origin. Let

h(s) = s3e−
1

s2 , s > 0. (3.4)

Then, by (2.47), V satisfies

V ′(t) ≤ −ωV 2e−
b

aV , (3.5)

which is the same as
(

e
b

aV

)′
≥
bω

a
. (3.6)

Solving the inequality, we obtain the logarithmic decay rate

V (t) ≤
b

a

[

log
(bω

a
t+ e

b
aV (0)

)]−1
. (3.7)

We deduce that

E(t) ≤ c1/log(c2t) (3.8)

for suitable positive constants c1 and c2.

In these exmaples the decay rate is totally determined by h. Thus g does not need exactly

the function we have given. Any other function saisfying the conditions of Theorem 2.1 for

this h would lead to the same decay rate.
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13



[13] P. Martinez, A new method to obtain decay rate estimates for dissipative systems,

ESAIM:COCV, to appear.

[14] M. Nakao, Asymptotic stability of the bounded or almost periodic solution of the wave

equation with a nonlinear dissipative term, J. Math. Anal. Appl., 58, 1977, 336-343.

[15] M. Nakao, Energy decay for the wave equation with a nonlinear weak dissipation, Dif-

ferential Integral Equations, 8 (3), 1995, 681-688.

[16] W. Rudin, Real and complex analysis, second edition, McGraw-Hill, Inc., New York,

1974.
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