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a  b  s  t  r  a  c  t

Removal  and  restoration  of  hair  and  hair-like  regions  within  skin  lesion  images  is  needed  so  features
within  lesions  can be  more  effectively  analyzed  for  benign  lesions,  cancerous  lesions,  and  for  cancer
discrimination.  This  paper  refers  to “melanoma  texture”  as a rationale  for  supporting  the  need  for  the
proposed  hair  detection  and  repair  techniques,  which  incompletely  represents  why  hair  removal  is  an
important  operation  for skin  lesion  analysis.  A  comparative  study  of  the  state-of-the-art  hair-repaired
methods  with  a novel  algorithm  is also  proposed  by  morphological  and  fast  marching  schemes.  The  hair-
repaired  techniques  are  evaluated  in terms  of computational,  performance  and  tumor-disturb  patterns
(TDP)  aspects.  The  comparisons  have  been  done  among  (i)  linear  interpolation,  inpainting  by (ii)  non-
linear  partial  differential  equation  (PDE)  and  (iii)  exemplar-based  repairing  techniques.  The  performance
analysis  of hair  detection  quality,  was  based  on the  evaluation  of  the  hair  detection  error  (HDE),  quan-
inear interpolation
mage inpainting
DE
ast marching

tified  by  statistical  metrics  and manually  used  to determine  the  hair  lines  from  a  dermatologist  as  the
ground  truth.  The  results  are  presented  on  a set  of  100  dermoscopic  images.  For  the  two  characteristics
measured  in  the  experiments  the best  method  is the  fast  marching  hair  removal  algorithm  (HDE:  2.98%,
TDP:  4.21%).  This  proposed  algorithm  repaired  the  texture  of the  melanoma,  which  becomes  consistent
with  human  vision.  The  comparisons  results  obtained,  indicate  that  hair-repairing  algorithm  based  on
the  fast  marching  method  achieve  an  accurate  result.
. Introduction

Malignant melanoma (MM) [1] is increasing among white and
on-white populations around the world. New Zealand Cancer Reg-

stry reported that the incident rate (2.3 per 100,000 to 4.3 per
00,000) of MM has been doubled over an 11-year period from 1996
o 2006. The curability of MM [2] is 100% if detected early. How-
ver, many expert dermatologists had estimated accuracy around
5–84% [3] for identification of melanomas.

Nearly all of the researchers in skin cancer diagnosis agree that
elanomas can be automatically identified with the help of image

rocessing and pattern recognition [4] techniques. In clinical stud-
es of dermoscopy [5],  ABCD (A: asymmetry, B: border, C: color, D:

ifferential structures); pattern analysis; Menzies’s method; and
-point checklist rules are used for the classification of pigmented
kin lesions (PSL) images. An automatic dermoscopic image clas-
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sification system has typically four steps: (a) artifact and noise
reduction, (b) boundary detection, (c) feature extraction and (d)
pattern analysis as well as lesion classification.

Nowadays, border (B) detection and classification of pigmented
skin lesions (PSL) stages are the most challenging tasks. To detect
borders, there are many devoted methods trying to develop
an unsupervised segmentation technique for dermoscopy. For
instance, thresholding [6–8], region growing [9],  clustering [10],
Geodesic Active or Region-Based Contour models, GAC [11] and
RAC [12] respectively, multi-direction Gradient Vector Flow (GVF)
[13], GVF [14], and Dermatologist-like Tumor Extraction Algorithm
(DTEA) [15] are common tumor segmentation methods. A differ-
ent approach was developed in studies [16,17] to detect the lesion
border by a radial search technique. In [18], a new Fuzzy C-means
clustering algorithm was also developed. In order to improve tumor
segmentation process, Gomez et al. [19] designed an unsuper-
vised algorithm called the Independent Histogram Pursuit (IHP),
for hyperspectral images of skin lesions. As occurs with the border
detection stage, melanoma classification task is extremely diffi-

cult. In the literature, there are a few studies [20–23] devoted to
the classification of PSL tumors. Since, the MM border detection
and classification tasks are difficult for skin cancer analysis due to
hair-like regions occluded the tumor.

dx.doi.org/10.1016/j.bspc.2011.01.003
http://www.sciencedirect.com/science/journal/17468094
http://www.elsevier.com/locate/bspc
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Fig. 1. Difficulties to do melanoma classification in case of f

As shown in Fig. 1, hair pixels, usually present in dermoscopic
mages, occlude some of the information of the lesion such as its
oundary and texture. Therefore, in melanoma recognition and
lassification tasks these hair artifacts must be removed. In a real-
ime CAD tool, an automatic hair removal method that preserves
ll the lesion features while keeping its computational cost low
nough to be used is needed. However, hair problem has not been
ully addressed in the literature. Ineffective hair removal algorithms
ead toward over-segmentation [17] and poor pattern analysis, dis-
urbing the tumor’s patterns. In fact, to perform effective pattern
nalysis [24], an effective hair-repairing algorithm is required.

There are a few methods developed in the literature to repair
hin and thick hair. These studies were mainly focused on mea-
uring the hair detection error totally forgetting about the effect
n tumor’s patterns. As a result, these hair removal methods often
eave behind undesirable blurring; disturb the texture of the tumor;
nd result in color bleeding. Moreover, these methods required high
omputational cost. They are mainly focused on designing a hair
etection algorithm.

Hair-removal methods can be broadly classified as linear
nterpolation techniques, inpainting by non-linear-PDE based dif-
usion algorithms and exemplar-based methods. An example of
inear interpolation hair removal algorithm can be found else-

here [25–29].  In the literature on hair removal, a few papers,
hich utilized the concept of non-linear-PDE based diffusion,
ere presented, [11,30–32].  Also, little attention has been paid to

emove hair by exemplar-based inpainting technique [12,33–35].  A
etailed description and comparison of each hair removal method

s presented in Section 2.
In this paper, a comparative study for several hair removal meth-

ds of the three classes: linear interpolation, inpainting by PDE
on-linear diffusion and exemplar-based methods is presented. A

ast and effective novel hair segmentation and repaired algorithm
s also proposed. First, hairs are detected by a derivative of Gaussian
DOG) and subsequently enhanced by a morphological technique,
hich are inpainted by a modified fast marching method [36]. Also,

he fast marching method is modified by changing color space from
GB to CIE L*a*b* uniform color space to adapt the results to human
erception. Therefore, the proposed algorithm for hair-occluded

nformation restoration is consistent with human vision without
isturbing the melanoma texture.

The hair detection algorithms are applied to a set of 100 der-
oscopic images and subsequently compared with the expected

air (ground truth) obtained by an experienced dermatologist.
air detection and removal algorithms are evaluated in terms of
omputational cost and performance quality. To evaluate the hair
etection error (HDE), a metric that takes into account different
ypes of errors is computed, based on the ground truth. The per-

ormance analysis is carried out with the tumor-disturb patterns
TDP) analysis.

The remainder of this paper is organized as follows. In Sec-
ion 2, information about three different types of hair-repairing
in tumors occluded with hair pixels for digital dermoscopy.

algorithms is given. In Section 3, we introduce the key idea of
our proposed hair detection and occluded information repairing
method, explaining the use of a derivative of Gaussian (DOG),
morphological and fast marching methods. Numerical results and
comparisons based on simulations and statistical metrics on der-
moscopic images are presented in Section 4. Finally, the paper
concludes in Section 5.

2. Hair-occluded removal methods

As it has been already mentioned, if a skin lesion is covered by
hair segmentation, pattern analysis and classification tasks will be
affected by their high gradient. Therefore, an automatic method
that preserves all the lesion features while keeping its compu-
tational cost low enough to be used in a real-time CAD tool is
needed. In the following sections, the problems associated with
the hair detection and removal algorithms by linear interpolation,
non-linear PDE-based and exemplar-based inpainting methods
are described in detail. In these subsections, we mainly focus on
hair removal algorithms. Afterwards, novel feature-preserving hair
detection and repairing algorithm is presented in Section 3.

2.1. Hair removal by linear interpolation methods

Lee et al. [25] proposed the DullRazor hair-removal algorithm
that uses bilinear interpolation method to remove hair pixels. The
algorithm consists of three basic steps: (1) identifying the dark hair
locations by morphological closing operation; (2) replacing the hair
pixels by bilinear interpolation; and (3) smoothing the final result
by adaptive median filter. A similar interpolation method was used
by Nguyen et al. [26]. The DullRazor algorithm includes an interpo-
lation method to replace the non-hair pixels and smooth its results
by median filter. However, this operation often leads to undesir-
able blurring and color bleeding. The morphological masks applied
are limited to a number of discrete orientations and therefore it
is sensitive to the orientation of the linear elements. Above of all
these problems, the weakest point of the technique is it incapabil-
ity to distinguish between hairs and line segments of the tumors
patterns, disturbing the tumor’s texture and therefore making the
method unsuitable for dermoscopic images.

In [27], Schmid used a median filter to reduce the influence of
small structures, such as hair, on the segmentation result. Simi-
larly, the work of Saugeona et al. [28] and Fleming et al. [29] detect
and remove hair using morphological operations and threshold-
ing in CIE L*u*v* color space. In these techniques, a hair mask was
generated by a fixed thresholding procedure on these thin struc-
tures based on their luminosity. At the end, each masked pixel was
replaced by an average of its neighboring non-masked pixels via

another morphological operation. Median and morphological fil-
ters often produce blur effect on tumor patterns. In practice, such
interpolation methods do not consider the information provided
by the neighboring regions that may affect tumor’s texture and
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oundary. Hence, these linear interpolation methods are effective
nly when tumors are texture-less or do not contain hair pixels. In
ractice, dermoscopy images often do not satisfy these constraints.

.2. Hair removal by non-linear PDE-based diffusion methods

A few articles on hair removal algorithms by non-linear-PDE dif-
usion based inpainting methods were also proposed in the past.
he advantage of using non-linear diffusion over linear interpola-
ion is that it utilizes neighboring information in a natural manner
hrough non-linear diffusion, filling large gaps while maintaining a
harp boundary. A method based on non-linear PDE-diffusion was
tilized in [11] and [30–32].

A  number of algorithms specifically designed to work with
on-linear-PDE inpainting method address the image filling issue.
hese image inpainting techniques fill the holes in the images by
ropagating linear structures (called isophotes in the inpainting

iterature) into the target region via diffusion. They are inspired by
he PDE of physical heat flow, and work convincingly as restoration
lgorithms. As mentioned before, their main drawback is that the
iffusion process introduces some blur, which becomes noticeable
hen filling hair regions.

In practice, the non-linear-PDE diffusion scheme is useful to
rack tumor boundary due to its edge-preserving capabilities. To
he best of our knowledge, it can be used as a preprocessing step
11,30,31] before tumor detection. But, since diffusion affects the
umor’s pattern, this scheme or morphological scheme by PDE [30]
hould not be used to remove hair from melanoma images. The
DE-diffusion method has a higher computational complexity than
he linear interpolation method.

The general mathematical equation of non-linear diffusion for
DE proposed by Barcelos and Pires [31] is given as following:

ut = g
∣∣∇u

∣∣div(∇u/
∣∣∇u

∣∣) − �(I − g)(u − I), x ∈ ˝,  t > 0

u(x, 0) = I(x), x ∈  ̋ ⊂ R2,

∂u

∂�
|∂˝×R = 0, x ∈ ∂˝,  t > 0

(1)

here g = g(| ∇ G� ∗ u|) is the Gaussian function, I(x) is the original
mage, u(x,t) is its smoothed version on scale t, � is a parameter,
u − I) is a term suggested by Nordstrom and (I − g) is added by
31]. Since, such an anistropic diffusion (AD) method based on the
DE technique used a smoothing term, which might decrease the
trength of the edges.

Recently, an efficient AD filter is presented in [13] by introduc-
ng a gradient magnitude operator in four directions representing

ore accurately the strength of the edges. This implementation of
he AD filter is called an adaptive AD filter. In an adaptive AD filter,
he selection of the parameter is done automatically. The gradient

agnitude operator in Eq. (1) is sensitive to noise, especially when
he strength of the edge is weak. In order to improve this situa-
ion, the following form of gradient magnitude in 4-directions was
roposed [13] which can be defined as:

(i, j) =

⎛
⎜⎜⎝

(
∑

d ∈ W,E,S,N

|∇Id(i, j)|2)

4

⎞
⎟⎟⎠

1/2

(2)

here d denotes the four directions (W,  E, S, N), along which gra-
ient magnitude is calculated. As pointed out before, the AD filter

s used to remove noise. In practice, when it is applied as a prepro-

essing step in a melanoma CAD system it might diffuse the tumor’s
atterns.

Xie et al. [32] proposed another novel automated hair removal
lgorithm based on PDE. In this paper, the authors paid much atten-
ing and Control 6 (2011) 395– 404 397

tion to hair lines detection and then used an inpainting method
based on PDE to remove lines. Fig. 2(b) shows the result produce by
this hair-repaired algorithm. The simple non-linear diffusion filter
is defined as:

∂u

∂t
div(c(x, y, t)∇u) (3)

The scalar diffusivity c(x, y, t), in a pixel (x,y) at iteration or time t
is chosen as a non-increasing function g(.) of the gradient ∇u, which
is defined by Eq. (4).

c(x, y, t) = g(∇u) = 1

(1 + (∇u/k)2)
(4)

The parameter k is the gradient threshold value. Non-linear partial
differential equation (PDE) of Eq. (3) is given by:

ut+1(x, y) = ut(x, y) + �/n
∑
P ∈ D

c(∇tu(x, y))∇tu(x, y) (5)

where (x,y) is the pixel coordinates, D is the neighborhood of (x,y)
pixel, n is the number of neighborhood pixels, the positive constant
� denotes smooth degree and t is the iteration time.

2.3. Hair removal by exemplar-based inpainting methods

Non-linear-PDE based inpainting methods are inpainting
approaches that are not based on texture and, therefore, they are
not suitable for hair removal in dermoscopic algorithms. Texture-
based inpainting methods are used to fill missing information by
texture synthesis technique and therefore are suitable for restor-
ing the damaged region saving the structure of the image. The
inpainting technique which combines non-linear-PDE diffusion and
texture synthesis methods, is called exemplar-based inpainting. In
general, the exemplar-based technique presented in [33] combines
the strengths of both approaches into a single, efficient algorithm.

A few hair removal methods based on exemplar-based inpaint-
ing algorithms [12,34,35] were also proposed in the literature.
In these inpainting methods a special attention is paid to linear
structures. Within these structural elements, the lines abutting
the target region only influence the fill order of what is at core
an exemplar-based texture synthesis algorithm. The result is an
algorithm that has the efficiency and qualitative performance of
exemplar-based texture synthesis, which also respects the image
constraints imposed by the surrounding linear structures. How-
ever, according to our knowledge [12], the number of iterations and
the size of the processing window are required; parameters which
are difficult to determine in general. A more detailed description of
exemplar-based inpainting approaches can be found in [33]. Conse-
quently, the exemplar-based inpainting method does not provide,
in practice, an effective solution for hair removal, obtaining less
impressive results than expected. Therefore, for melanoma CAD
tool, a non-iterative and effective hair removal algorithm is needed.

3. Proposed hair removal method by fast marching scheme

In this section, we present a novel hair repaired algorithm that
does not interfere with the tumor’s texture. Moreover, this hair-
repairing algorithm is easily combined in melanoma CAD tool. This
approach restores the information occluded by hairs of any thick-
ness, ruler markings and blood vessels.

The proposed hair removal algorithm is divided into three steps:
(a) hair detection with the use of a derivative of Gaussian (DOG)
[12], (b) refinement by morphological techniques and (c) then hair

repair by fast marching image inpainting [36] technique. This last
approach was  utilized because its speed and effectiveness. The
schematic of the proposed hair removal algorithm is displayed in
Fig. 2. The following sections described these three steps in details.
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Fig. 2. Systematic flow diagram of the prop

.1. Hair detection from dermoscopy images

In the past, many hair-occluded information detection methods
ave been proposed. In fact, many of them detected dark hair and
ome detected thin hair. Moreover, many hair detection techniques
ssumed that hair pixels are much darker than skin or tumor area.
owever in practice, many dermoscopic images have hair pixels of

 color that is only slightly darker than the surrounding areas. In
ddition to this, dermoscopic images often contain blood vessels
nd ruler markings.

.1.1. Initial hair-like artifacts segmentation
To address these issues, an efficient hair detection method for

air-curvature lines, blood vessels, and ruler markings using line’s
etection method was developed in [12]. In the current study, we

mprove this method by changing the color space from RGB to
he perceptually uniform CIE L*a*b* [37] one and extending the
pproach by linking the lines along with morphological methods.
he concept of uniform color space refers to the fact that, in this
olor system, the Euclidean distances [38] among colors are related
o their perceived similarity. Therefore, the use of such a color space
ill bring the results closer to the expected ones.

To detect accurate lines from dermoscopic images, some prop-
rties are defined to distinguish them from neighborhood pixels.
hese properties can be defined as thickness, magnitude, and length
n addition to direction. The lesion features, on the other hand, can
e distinguished because they do not have these properties. The
air line’s detection scheme based on the 2-D derivatives of a Gaus-

ian of the luminance component (L*) of the image in the CIE L*a*b*

olor space for different thickness lines is calculated as:

i(x, y) = gi (x, y) ∗ i(x, y) + g�(x, y) ∗ i(x, y) (6)
air-occluded information repair algorithm.

where i(x, y) is the L* component of the input image, * is a convolu-
tion operator, and gi (x, y) is the Gaussian derivative for thin smooth
lines calculated by Eq. (7) along with g� (x, y) for thick lines detec-
tion by Eq. (8).  We  are using 2-D convolution (*) operator instead of
multiplication because it performed smoothing function both in the
x direction, and then in the y direction. The use of L* adapts the algo-
rithm to human perception because the luminance in this uniform
color space is design to match the perceptual lightness response of
the human visual system. The 2-D derivative of Gaussian (DOG) for
smooth thin lines detection filter is defined as:

gi(x, y) = −x√
2�.�3

i

e

−x2

2�2
i , for |x| ≤ 3�i, |y| ≤ Li/2 (7)

This derivative of Gaussian (DOG) efficiently detects lines in all
directions. Where �i is the standard deviation of the Gaussian func-
tion at a scale i, and Li is the span of the filter in y direction at
that scale. Parameter Li is used to smooth a line along its tangent
direction. Then the rotation of gi (x, y) with angle � is applied using
g�

i
(x′, y′) = gi(x, y), where x′ = x cos � + y sin � and y′ = y cos � − x sin �.

There are also some lines such as blood vessels, which are signif-
icantly thicker than normal ruler markings or hair lines. In order
to achieve this characteristic, a Gaussian function with weight
towards the centre of the image is defined as:

g�(x, y) = cos
(

�x′

2˛

)
cos

(
�y′

˛

)
e−(x2+y2)/2(0.5˛)2

(8)

where  ̨ is the fixed parameter with a value of 0.5. The line direc-
tion is determined as the direction with maximal centreline [12]

filter. The line width can be approximated by measuring the dis-
tance between a local maximum and local minimum along the
perpendicular direction of the line. After the center is obtained, the
direction and the width of the lines can be interpolated through the



Q. Abbas et al. / Biomedical Signal Processing and Control 6 (2011) 395– 404 399

ded re

i
c
m
C
r
t
a
a
i
b
r
r

3

d
r
t
U
a
F
I
c

d
c
o
u
m
t
u
m
o
a
w
a
h
F

Fig. 3. A result of the proposed hair-occlu

nformation calculated by a thresholding procedure. In order to cal-
ulate an automatic thresholded value, we follow the thresholded
ethod in an iterative way, which has been developed by Ridler and

alvard in 1978. In this simple thresholding method, first the algo-
ithm computes the mean intensity values of an image. Next, using
hese threshold values, it computes mean values, which are above
nd below to these mean intensity values. Finally, this algorithm
pplied iterative method to find out threshold value. By calculat-
ng these properties, unwanted curves, part of tumor structure, can
e eliminated. Fig. 3(d) illustrates the hair segmentation [12] algo-
ithm result. For detailed information of this method, the readers
efer to [12].

.1.2. Refinement of hair segmentation lines
Weak areas of hair-occluded lines may  be broken by this hair

etection method. In that case, line’s linking function is often
equired. Herein, we have developed an effective line’s linking func-
ion. For this reason, all detected lines are scanned in an image.
sing two pixels linking function, we connected these lines, which
re 10–20 pixels apart from each other in all 8-different directions.
or the experimental data set, 10–20 pixels are enough to scan.
t can be noticed from Fig. 3(e) that segmented hair lines are also
ontained contour or curvature like objects.

These contours like curves may  be the part of tumor area or
ermoscopic-gel. Therefore, in order to get hair lines without these
ontour objects, the estimated circularity and morphological area-
pening conditions are imposed. For quantifying circularity, we
sed the method developed by Haralick [39], which is based on
ean and variance of radial distances. Using this circularity condi-

ion, we have effectively segmented hair mask. Moreover, to neglect
nwanted small objects such as shown in Fig. 3(e), we used the
orphological area-opening function. To neglect unwanted small

bjects, we used 90-pixels parameter value in the morphological
rea-opening function along with circularity condition. The un-

anted objects are filtered out if they were circular and having an

rea greater than 90 pixels. By removing unwanted objects from
air mask, hair segmentation result is obtained as illustrated in
ig. 3(f).
pairing method by fast marching scheme.

For inpainting these lines, it is necessary to smooth and fill them.
Therefore to obtain smooth hair lines, morphological operators
(dilation and filling) are applied to a mask image that constrains the
transformation with a structuring element that defines the connec-
tivity. In this approach the 8-pixel connectivity structuring element
used in all directions. After defining this structuring element, an
image dilation operation is applied on the binary mask image. As
shown in Fig. 3(f), some detected lines have some gaps therefore,
a morphological area-filling function is performed on the dilated
mask. However, before applying area-filling operator, it is neces-
sary to fill the holes in the image which define the outline of each
line to be filled.

Let M(x,y)  denote a dilated binary mask image and suppose that
we choose the hole filling image P, to be 0 everywhere except on
the image line’s border, where it is set to (1 − M(x,y)):

P(x, y) =
{

1 − M(x, y) if (x, y) is on the border of M
0 otherwise

(9)

Then

Hole mask = [RMc (P)]c (10)

is a binary filled hair-mask image, as illustrated in Fig. 3(g). Where
RMc (P) denotes the reconstruction of M(x,y)  image from P(x,y). In
this way, Hole mask(x,y)  image is obtained along with x and y
coordinates. The line segments extracted after the line point fill-
ing operation are shown with black color in Fig. 3(b). Next, these
detected lines are inpainted by fast marching scheme as shown in
Fig. 3(c).

3.2. Texture-area restoration of hair-occluded information

To repair hair-occluded information from dermoscopy images,
the fast inpainting method is utilized and improved by introduc-
ing a perceptually uniform color space. Bornemann and Marz [36]
developed a fast non-iterative image inpainting method in the non-

uniform RGB color space. This lead to an algorithm not related
to human perception and therefore with results that may not
agree with the ones provided by a human being. In the proposed
approach, this fast inpainting method is updated by transforming
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he image from the RGB color space where they were stored to the
IE L*a*b* uniform color space trying to build a human perception
elated algorithm.

The inpainting technique utilize a fast marching method to tra-
erse the inpainting domain while, transporting the image values
n a coherence direction by means of a structure tensor. Through
he measure of the strength of the coherence, this inpainting tech-
ique switches between diffusion and directional transport. By
dding this robust coherence strength, the fast marching inpaint-
ng method is more effective than other inpainting methods
uch as exemplar-based one. As shown in results, this method
s approximately 37% more effective for region-filling than the
xemplar-based inpainting technique, removing the noise with-
ut damaging the patterns and texture part of the lesion shown in
ig. 3(c). As a result, we utilized this non-iterative, fast and reliable
npainting method for removing the hair pixels from dermoscopy
mages. The detailed description and numerical stability of this
on-iterative and effective image inpainting method can be found

n [36]. However, a brief description of this repair algorithm is pre-
ented. First, a brief description of iterative PDE and non-iterative
DE is presented.

Notice that from Eqs. (1) and (5),  in the diffusion step an iteration
actor is always required (ut). The simplest transport version of Eqs.
1) and (5) by neglecting some anistropic diffusion steps is defined
y Bertalmio et al. [40] for image u(x, y) as:

t(x, y) = ∇⊥�u(x, y)∇ı, ı = �u(x, y) (11)

here the measure of smoothness ı of the image is u(x, y), which
s transported along the field of isophotes induced by the vector
eld ∇⊥�u(x, y). Notice that from Eq. (11), the smoothing factor (ı)
ppears on the left side, and therefore, it is not a transport equation
or ı. The simplest version of Eq. (11) can be written as:

t(x, y) = −∇⊥�u(x, y)∇u(x, y) (12)

It is clear from Eq. (12) that this equation is really a transport
quation for image u(x,y) [41]. However, the formal stationary state
f Eq. (11) defined based on edges is given as follows:


�u(x, y) = 0, 
c = ∇t�u(x, y) (13)

Eq. (13) is the formal version of transported equation, which
ransports the image values along continues of edges from the
oundary of the inpainting domain into its interior. Moreover,
his transport equation strongly diffuses image area and creates
peculiar transport patterns’. Therefore, Bornemann and Marz [36]
efined a more approximate transport equation as:


∇u(x, y) = 0 (14)

here 
n denoted the field level lines of the distance map. Eq. (14)
learly represents the advantage of this inpainting method as com-
ared to exemplar-based method. Eq. (14) is the single-pass version
f Eqs. (5) and (11). The transport direction obtained by Eq. (14) is
n unsuccessful choice as suggested by Bertalmio et al. for the prop-
gation of image information because it creates peculiar transport
atterns. Therefore, a coherence direction is needed.

Image inpainting developed in [36] by fast marching scheme
onsists of two main concepts: (a) modifying the weighted function
b) increasing of the robustness of the method by replacing the
dge-oriented transport direction of Bertalmio et al. method by the
oherence direction.

To choose an appropriate weighted function w(x,y) for single-

ass inpainting algorithm, the authors [36] defined normalized
irectional dependence w as:

(x, y) = (�/2)1/2	/ |x − y| exp(−	2/2 ∈ 2
∣∣
c⊥(x)(x − y)

∣∣2
) (15)
ing and Control 6 (2011) 395– 404

The advantage of this fast inpainting method over others is that
it uses a directional vector 
c  aligned with the level lines (isophotes)
of image u. As shown in Eq. (12), the time variable should be sta-
bilized and edge-directional flow should be introduced for faster
and effective inpainting method. For these reasons, the integral
differential equation by a hybrid splitting scheme was  developed
as:

ut(x, y) = −∇⊥�u�(x, y)∇u(x, y) (16)

and

u�(x, y) = k�u(x, y), k�(x) = 1
2��2

exp

(
− |x|2

2�2

)
(17)

Then, formal stationary of Eq. (17) is given by:

±∇⊥�u�(x, y)∇u(x, y) = 0 (18)

While transport equation of Eq. (18) known as edge-direction
flow equation can be defined as:


c(x) = ∇⊥�u�(x, y) (19)

Coherence direction is determined using a robust structure ten-
sor approach followed by Weickert [42]. Therefore, the structure
tensor Jp of image u(x,y) is given by:

Jp(∇u�(x, y)) = kp(∇u�(x, y) ⊗ ∇u�(x, y)) (20)

Hence, the coherence direction


c(x, y) = 
w1 (21)

where w1 is the normalized eigenvector to the minimal eigenvalue
of Jp( ∇ u�(x, y)) on a second-moment at scale p. Moreover, the mod-
ify form of structure tensor for color images is defined in [36] for
RGB color space (u = (uR, uG,uB)) as follows:

Jm
�,p|u = 0.299Jm

�,p|uR + 0.587Jm
�,p|uG + 0.114Jm

�,p|uB (22)

Since, as it was already mentioned the RGB color space is not
correlated to human vision. Therefore, Eq. (22) is not adapted to
human perception and could lead to undesirable results like some
blurring effect. To avoid this problem we choose the uniform color
space CIE L*a*b*, enhancing the structure tensor equation:

Jm
�,p|u = 0.412453 Jm

�,p|ua+ + 0.715160 Jm
�,p|ua− + 0.950227Jm

�,p|ub

(23)

In this manner the algorithm achieves a degree of adaptation to
the human visual system that is not achieved by its original version
[36]. The constant values in Eq. (23) are obtained from RGB to CIE
L*a*b*, transform matrix.

4. Experimental results analysis

4.1. Dermoscopy data set

A comparative study is performed on 100 dermoscopy images
data set consisting of pigmented (65) and non-pigmented (35) skin
lesions. These dermoscopic images were obtained from different
sources with most of them from the department of Dermatology,
Health Waikato New Zealand. In addition, most of these skin cancer
images were captured from Nikon 995 with the digital acquisi-
tion system. The images have been stored in the RGB-color format
with dimensions vary from 640 × 480 to 640 × 405 or 620 × 300
to 340 × 460. The dermoscopy images in this data set are of six

categories consisting of: (1) 20 benign melanocytic lesions, (2) 20
malignant melanoma lesions, and (3) 25 non-melanocytic lesions,
with, (4) 10 basal cell carcinoma lesions, (5) 15 Merkel cell car-
cinoma lesions and (6) 10 different non-pigmented lesions. Due
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ig. 4. Comparison results with 3 state-of-the-art hair detection methods ((c) Du
roposed hair removal (f) algorithm.

o comparative study for hair detection procedure, we requested
 dermatologist to draw the hair lines manually subsequently
enoted in this paper as the hair mask. The hair mask obtained
y the expert served as the “gold standard” against which the per-
ormances of various hair detection methods were compared. The
ata set was contained a visible hair-artifact and each image in the
ata set on average contains below 40% hair pixels surrounded the
umor area.

.2. Implementation analysis tools

The software tools used were Matlab 7.6.0.324® (The Math-
orks, Natick, MA)  and C. For computational analysis, the

alculations were performed on an IBM ThinkPad 2.0 GHz dual-core
ntel CPU with 1 GB DDR2 RAM, running Windows 7.

.3. Evaluation metrics

To estimate the accuracy of the proposed and the other state-
f-the-art methods, we report statistical evaluation metrics. The
ammoude distance (HM) metric is employed to measure the
air detection error (HDE). HDE was computed by HM metric
roviding a pixel by pixel comparison. We  denote (At)  for the
utomatic calculated hair detection and (GT) for ground truth
air detection. The GT is measured by an expert dermatologist.
t and GT vector values in each line region are calculated after
easuring the number of pixels; using 4-connected component

abeling algorithm. Next, the number of pixels in each hair line
s counted. The hair detection error (HDE) metric is calculated as
ollows:

air detection error (HDE) = (count(At ∪ GT)
−count(At ∩ GT)/count(At ∪ GT))

×100% (24)
or, (d) PDE-non-linear inpainting and (e) exemplar-based inpainting) along with

Tumor disturb pattern (TDP) analysis is also performed to mea-
sure the effect of hair-repaired algorithms in dermoscopy images.
The intended purpose of TDP is to provide the statistical way to
compare the different hair-repairing methods in terms of hair
repairing but not detection. According to our knowledge, many hair
removal algorithms were proposed but none of them calculated the
effect of hair removal on tumor texture part. As mentioned before
if an ineffective hair algorithm is applied before melanoma clas-
sification, then the results will not further use for classification.
To overcome this problem, it is necessary to measure the effect of
hair removal for each algorithm. Hence, to repair the texture of the
melanoma from hair, the algorithm must be consistent with the
human vision. In order to calculate TDP, a texture analysis scheme
based on the co-occurrence matrix is utilized. The co-occurrence
matrix consists of contrast (Cn), correlation (Cr), variance (Vr) and
entropy (Ent) information in L* component of CIE L*a*b*, color space.
First, the texture analysis by this matrix was applied on the origi-
nal image (O) containing hair and hair-repaired (R) image. Next, a
difference operation was  performed for each information (Cn, Cr,
Vr, Ent) of both images obtaining the COMor metric. Finally, the sig-
nificance texture-weighted value is also calculated by measuring
the texture analysis information from image obtained by manual
hair detection and repaired by developed fast marching method.
In practice, texture-weighted (
ω) value is crucial to find out from
any hair-repaired algorithms such as Dullrazor or exemplar-based
methods. However, the calculated value (
ω) can be effectively
measured from our proposed method. In order to do statistical
analysis, we  have fixed its minimum and maximum range from
0% to 100%. It is cleared that the hair-repaired algorithm, which
returns greater value is ineffective as compared to other one. As a
result, this significance value is used to measure the consequences
of hair-repairing algorithms on melanoma texture part.

The difference step is calculated by Eq. (25).
COMor = (OCn − RCn) + (OCr − RCr) + (OVr − RVr) + (OEnt − REnt)

(25)
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Table  1
Comparison of hair-occluded removal algorithms performance for 100 psl and non-psl dermoscopy images in terms of mean HDE, TDP and average computational complexity.

Cited Source Lines detection methods Hair-repaired methods aHDE (%) bTDP (%) cT(s)

[25] Morphological closing operation Bilinear interpolation 12.5 23.11 09.24
[32] Morphological closing + thresholding PDE-based inpainting 8.5 15.17 14.57
[12] Derivative of Gaussian (DOG) Exemplar-based inpainting 6.23 10.52 58.25

Proposed DOG + morphological operation Fast marching inpainting 3.21 4.48 3.80

a Mean hair detection error = HDE in percentage.
b Mean tumor disturb pattern = TDP in percentage.
c Average running time of line’s detection and hair repaired method = T(s) in seconds.

Table 2
Comparison of proposed hair-occluded removal algorithms for color spaces in terms of mean HDE, TDP and average computational complexity.

Color spaces Lines detection methods Hair-repaired methods aHDE (%) bTDP (%) cT(s)

RGB DOG + morphological operation Fast marching inpainting 3.21 4.48 3.80
CIELab DOG + morphological operation Fast marching inpainting 2.98 4.21 4.76

nds.
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a Mean hair detection error = HDE in percentage.
b Mean tumor disturb pattern = TDP in percentage.
c Average running time of line’s detection and hair repaired method = T(s) in seco

And the significance texture-weighted value is given by:

ω =
(

(Cn + Cr + Vr + Ent)
4

)
100 (26)

Finally, the TDP metric is derived as:

DP =
∣∣∣(
ω − COMor

4

)
100%

∣∣∣ (27)

.4. Comparative results and discussions

The statistical metrics HDE and TDP are computed to make the
omparisons with the melanoma texture hair-repaired algorithm
nd the other three selected state-of-the-art methods. Linear inter-
olation [25], PDE-non-linear diffusion [32] and exemplar-based

npainting [12] are the three different hair-repairing algorithms
mployed in the comparative study. Moreover, the proposed algo-
ithm related to human vision developed in the CIE L*a*b* uniform
olor space is also included. On 100 dermoscopic images, the
umerical results of the comparative study in terms of performance
nd complexity are presented in Table 1. From Table 1 and Fig. 4,
e see that our method gives better results than others. The detail
iscussions of these comparisons are explained in the subsequent
ubsections.

To compare our hair-repaired method with other, RGB non-
niform color space was used. First, our method was  implemented

n RGB color space. We  have done this because all other [12,25,32]
air-removal methods were developed in RGB color space. Finally,
he proposed method is implemented in CIE L*a*b* uniform color
pace.

.4.1. Comparisons to linear interpolation methods
Linear interpolation [25] method like DullRazor is used to

emove thin and thick dark hair. However, hair pixels with a color
lightly different to the tumor color are not detected as shown in
ig. 4(c). Also as linear interpolation method uses 2 pixels neigh-
orhood to inpaint, the detected area provide diffused patterns (see
ig. 4(c)). Therefore, for melanoma pattern extraction or recog-
ition, DullRazor hair-repaired algorithm should not be a better
hoice. On mean result, image inpainted by fast marching scheme
s HDE: 3.21%, TDP: 4.48% and average T: 3.80s as compared to Dull-

azor which is HDE: 12.5%, TDP: 23.11% and average T: 09.24s.  T
arameter represents the running time (in seconds) of both algo-
ithms. As shown in Fig. 4(f), the proposed hair-repaired algorithm
epairs the occluded information in a manner that is closer to
human vision without disturbing the tumor’s patterns. By comput-
ing the strength of the coherence, this inpainting method switches
between diffusion and directional transport. Therefore, this hair
removal inpainted method does not disturb the tumor’s patterns.
It must be noticed that the proposed hair detection and restoration
algorithm posses a mean TDP of 4.48%. In fact, the TDP of the pro-
posed algorithm is large because the original image contains hair
but, in practice, this value is not high when the texture melanoma
tumors are repaired and then compared with the original
one.

4.4.2. Comparisons to PDE-based inpainted methods
Partial differential equations (PDEs) based non-linear hair

removal methods have been also proposed in the past. In the begin-
ning, Chung and Sapiro [30] developed a hair removal method
by PDE-based diffusion equations. Recently, Xie et al. [32] pro-
posed hair removal algorithm based on PDE. In this paper, the
authors paid much attention to hair lines detection and then used
inpainting method by PDE to remove lines. As discussed before,
the PDE-based inpainted methods are time consuming techniques
and what is worst; the inpaint of the detected area produces
some negative effect on the patterns (see Fig. 4(e)). Therefore,
for automated melanoma pattern extraction or recognition, PDE-
based diffusion algorithm should also not be an effective solution.
On mean result, image inpainted by fast marching scheme has
the following values of the measured quantities HDE: 3.21%, TDP:
4.48% and average T: 3.80s while PDE-based diffusion [32] algo-
rithm provides HDE: 8.5%, TDP: 15.17% and average T: 14.57s. Our
method obtained effective results from PDE because of use of robust
structure tensor, which switches between diffusion and directional
transport.

4.4.3. Comparisons to exemplar-based inpainted methods
Non-linear-PDE based methods are not texture-based inpaint-

ing methods and, it was previously mentioned, these kinds
of methods are not suitable for hair removal in dermoscopic
images. In contrast to this, the inpainting technique that com-
bines non-linear-PDE diffusion and texture synthesis methods,
called exemplar-based inpainting method are better than linear
interpolation or PDE based techniques as shown in Fig. 4(f). Unfor-
tunately, these techniques require some experimental parameters

to be fixed, leading in undesirable results. In addition, these com-
putationally complex methods, in the presence of heavy hair more
than 40%, cannot determine inpainted direction, which will make
this method infinite. Therefore, this kind of inpainting algorithm is
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ot effective on. On mean result, image inpainted by fast marching
cheme is characterized by HDE: 3.21%, TDP: 4.48% and average T:
.80s and exemplar-based method [12] is characterized by HDE:
.23%, TDP: 10.52% and average T: 58.25s.

.4.4. Comparisons to color spaces
Table 2 summarizes the mean HDE and TDP error along with the

verage running time of the proposed method in RGB and CIE L*a*b*.
his test was also performed on 100 dermoscopic images. As shown
n Table 2, using uniform color space (CIE L*a*b*), the hair detection
nd repairing algorithm is greatly enhanced. However, the running
ime of the proposed algorithm in terms of uniform color space is
lightly more than in non-uniform RGB color space. Therefore, we
dopted proposed hair-occluded information repairing algorithm
n terms of uniform color space.

. Conclusions

In this paper a comparative study of the state-of-the-art algo-
ithms for automatic detection of hair and restoration of the
exture-part of tumors from occluded information is presented,
long with a novel approach based on a fast marching scheme in
he CIE L*a*b* uniform color space. This comparative study is essen-
ial to reduce undesired segmentation and classification results of

elanoma and other pigmented lesions, affected by the presence

f the hairs covering it. In the past, many algorithms have been
esigned to overcome this problem, but none of them resulted in
n effective and efficient technique worthy to include in any CAD
ool for melanoma diagnosis. Moreover, many of the hair removal
 texture repairing result without damaging patterns, which shows (a, d, g) input
s.

algorithms proposed in the literature, disturb the texture present
in the lesion dramatically affecting the quality of the results.

Three hair-repairing techniques have been compared: linear
interpolation, inpainting by PDE-based diffusion and exemplar-
based. We obtained two main advantages of using the fast
inpainting method as compared to other inpainting algorithms.
Firstly, this method used non-iterative PDEs. Secondly, the main
advantage of using this fast marching hair-repaired algorithm is
that it utilized the structure tensor to robustly determine coher-
ence direction that switches between diffusion and directional
transport. The characteristics presented in this method are not
implemented in other inpainting techniques such as exemplar-
based on. For comparisons purpose in terms of performance and
effectiveness, these methods have been evaluated by means of
the hair detection error (HDR) and tumor disturbs pattern (TDP)
analysis metric. Also, the computational complexity of each hair-
repairing algorithm was computed. The manual hair segmentation
of an expert dermatologist has been used as the gold standard
of the comparison. The results show the low performance of the
three state-of-the-art techniques when compared to the proposed
one, mainly because their dependence with experimentally fixed
parameters, and high complexity. The repaired pixels disturb the
overall texture pattern with the consequent increase in error.
However, the effectiveness of hair segmentation and repairing algo-
rithm will be decreased in case of heavily hair pixel surrounding

the tumor areas. Moreover, there are skin lesions with character-
istics similar to hair pixels such as telangectasia and pigmented
network tumors, which can be making difficult for hair detection
procedure.
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The fast hair segmentation method adapted to human percep-
ion and effective hair removal algorithm uses texture information
n a way which does not disturb the tumor’s pattern (see Fig. 5)

hen repairing the hair pixels. Hence, an accurate hair removal
lgorithm should be included in any automatic melanoma classi-
cation (CAD) system as a preprocessing step, and regarding the
esults, the method based on the improved fast marching scheme
hould be the preferred one.
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