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Color quantization, reducing the number of distinct colors in a given image with minimal distortion, is a common
image processing operation with many applications in visual computing. Heckbert’s median cut algorithm, which
dates back to the early 1980s, is generally considered the first true color quantization algorithm. Heckbert’s semi-
nal work generated numerous subsequent studies extending his algorithm in various ways. In this retrospective, we
present a detailed analysis of the median cut algorithm and demonstrate how it influenced later color quantization,

vector quantization, and data clustering algorithms.
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1. INTRODUCTION: THE BIRTH OF COLOR
QUANTIZATION

High-resolution true-color images have become ubiquitous over
the past quarter century [1]. Such images often have thousands
of distinct colors, complicating nearly all operations that can
be performed on them. Color quantization (cq) is an image
processing operation that reduces the number of distinct colors
ina given image with minimal distortion.

Figure 1 shows the coloring pencils image (Ref. [2], cc BY-sa
3.0 license, 768 x 512 pixels) quantized to 4, 16, 64, and 256
colors using the median cut algorithm. It can be seen that the
reproduction with 256 colors is nearly indistinguishable from its
original.

Let I=[i, ]Juxw be a Wx H true-color (i.e., 24-bir)
red—green-blue (rGB) input image, with 7, . denoting the
pixel at the intersection of row (€ {1, ..., H}) and column ¢
(e{l, ..., W}). The 8-bit red (7, .,1), green (7, .2), and blue
(zr,c,3) components of pixel 7, . attain values in {0, ..., 255}.
Further, let X" denote the desired number of colors in the output
image; typically, we have K € {2, ..., 256}. cQ comprises two
phases: color palette (cparL) design and pixel mapping. In the
former phase, a palette C of size K representing the colorsin 7 is
generated, while, in the latter phase, each pixel in 7 is assigned to
the nearest color in C. The output of cq is a reduced-color RGB
image I=1i, Juxw containing only the K palette colors. The
objective is to minimize the distortion between the input and
output images, that s,

min  De(1, 1), (1)

C={ey,...,cx}C
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such that the pixel at location (r, ¢) of T is given by

i, =argmind(i, ., &), (2)
c eC

where C ={cy, ..., cg} is the craL, and 4(-, ) and D(-, -) are
measures of distortion between a pair of colors and color images,
respectively (with the latter being a function of the former).

Due to its analytical tractability, it is customary to
take 4 =4¢5 (squared Euclidean distortion) and D as the
sum-of-squared-distortion (ssp), thatis,

_ H W 5
De. D= |ire—Tcl;- &)

r=1 c=1

where ||- ||, is the Euclidean norm (aka the £, norm) given by

lire =%l

= \/(ir,t,l - Z';’,6,1)2 + (ir,c,Z - 27,6,2)2 + (ir,€,3 - Zr,r,fi)z'
(4)

It is important to note that the £; norm treats the three color
components equally, which is problematic from a perceptual
point of view, as the RGB color space is perceptually nonuni-
form (i.e., equal £, distances in the space do nor necessarily
correspond to equal perceived color differences); see Section 3.
However, true-color images are almost universally gamma-
corrected [3], which alleviates this perceptual nonuniformity
issue. Note also that there are many clustering objectives besides
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(b) 4 colors

(d) 64 colors

Fig.1. Coloring pencils and its various quantized versions.

(e) 256 colors

ssp, including those proposed in the fuzzy [4], information-
theoretic [5], kernel [6], probabilistic [7], and spectral clustering
(8] literatures.

Since natural images typically contain a broad range of colors,
reproducing such images accurately with a small cpaL can be
difficult. In fact, considering the number of possible colors in
the RGB space (2% =16,777,216), it is easy to see that cQ is a
large-scale combinatorial optimization problem.

Jain and Pratt [9] coined the term color quantization in 1972
as an application of signal quantization to color images. The
authors acknowledged that the rRGB components should ide-
ally be quantized jointly as a vector (i.c., vector quantization)
rather than independently (i.e., scalar quantization). However,
for practical reasons (e.g., computational limitations), they
investigated uniform scalar quantization applied to each color
component independently. Unfortunately, such a componen-
twise approach disregards the spectral correlations between
the components. Specifically, an independent uniform scalar
quantizer tends to assign palette colors to regions where few

input colors reside, as colors in natural images are hardly, if ever,
distributed uniformly in the RGB space.

The median cur (mcuT) algorithm, developed by Heckbert
first in his 1980 undergraduate thesis [10] and then published
in a 1982 journal paper [11], is generally considered the first
true cQ algorithm. McuT has been so influential that it is still
the most popular and widely implemented cqQ algorithm four
decades after its introduction, as evidenced by its implementa-
tion in numerous programming languages, including (i) C/C++
[12-16], (ii) Go [17], (iii) Java [18-20], (iv) JavaScript [21], (v)
MATLAB [22], (vi) Perl [23], (vii) prp [24], (viii) Python [25], (ix)
R [26], (x) Ruby [27], (xi) Rust [28], (xii) Swift [29], and (xiii)
Tcl [30]. Recent applications of mcurt include (i) video style
transfer [31], (ii) graphical user interface evaluation [32], (iii)
embedded simultaneous localization and mapping [33], (iv)
photorealistic rendering of neural radiance fields [34], (v) photo
sequence synthesis [35], (vi) scientific document visualization
[36], (vii) virtual reality scientific data visualization [37], (viii)
scene image text detection [38], (ix) sports video analysis [39],
and (x) entertainment video summarization [40].
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Heckbert motivated mMcuTr from a signal quantization
perspective. However, it is more convenient to describe his algo-
rithm as a divisive hierarchical clustering algorithm. Given an
input dataset and an integer K > 2 denoting the desired num-
ber of clusters, a divisive clustering algorithm divides the data
space into K disjoint regions using (K — 1) successive binary
divisions. At each iteration, the algorithm selects a region (corre-
sponding to a cluster) and divides it into two using a hyperplane.
Upon termination, the algorithm returns the centroids of the
resulting K regions (i.e., the arithmetic means of the data points
that fall into these regions) as the cluster centers.

McUT is simply an instance of the divisive clustering algo-
rithm above applied to an rGB image whose colors reside in a
three-dimensional color space. Specifically, MmcuT selects the
cluster with the greatest range on any color axis (i.e., red, green,
or blue) at each iteration and divides it into two using a plane
orthogonal to the same axis, passing through the median point
(hence the name of the algorithm). This is the iterative mcuT
algorithm Heckbert proposed in his thesis [10]. In a subsequent
journal paper [11], Heckbert described a recursive mcut algo-
rithm that divides every cluster at each iteration. The recursive
algorithm generates a cpaL in which each color represents a
roughly equal number of input colors, while the iterative one
does not impose such a restriction. It is easy to see that the iter-
ative algorithm is more adaptive to the input color distribution
than the recursive one. This is because the former algorithm
divides the most elongated cluster at each iteration (to reduce its
distortion), whereas the latter one divides every cluster regardless
of its color distribution. Therefore, we will focus on the iterative
algorithm in the rest of this discussion. Figure 2 illustrates this
algorithm on a two-dimensional artificial dataset containing
four compact and well-separated clusters [41]. It can be seen
that, despite its simplicity, the algorithm recovers the underlying
clusters reasonably well, except for a few misclassified peripheral
data points.

2. NOVELTIES OF MCUT

The novelties of Heckbert’s work include the following.

Optimization-based formulation: As mentioned in Section 1,
Heckbert formulated cQ as an optimization problem: select
a cpAL that minimizes the distortion between the input and
output images. For computational reasons, he adopted the ssp
objective given by Eq. (3). He pointed out that, in one dimen-
sion (i.e., the case of scalar quantization), ssb can be minimized
in polynomial time-using dynamic programming. Such is the
case when the input is an 8-bit grayscale image [42]. He also
conjectured that the ssb minimization problem is computa-
tionally intractable in higher dimensions (i.e., the case of vector
quantization). His conjecture was proved nearly three decades
later by Mahajan ez al. [43], who proved that the problem is
Nr-hard ever in two dimensions for X > 2.

Uniform scalar quantization: Heckbert applied uniform scalar
quantization to each color component as a preprocessing step.
He accomplished such a pre-quantization by cutting the least-
significant 3 bits from each 8-bit color component. Bit cutting
reduces the amount of color data to be clustered, which in turn
reduces the time and memory requirements of the crar design
phase. In addition, bit cutting can make the peaks of the input

color distribution more prominent, making it easier to detect
them. Bit cutting was also used in many later cQ algorithms [1].

* Hashing: The colorsina W x H rGB image can be stored
in a two-dimensional array of size IV x 3, where N= WH is
the number of pixels in the image. However, such an array is
clearly wasteful, as it stores each repeated color as many times
as it occurs in the image. Assuming 3 bits per component
bit cutting, an alternative data structure would have been a
three-dimensional array of size 2° x 2° x 2%, in which each
element corresponds to the frequency of a particular color.
Although such an array allows efficient access to each of its
elements, it is still wasteful, as many images do 7oz contain all
possible 21° colors. In his thesis, Heckbert proposed a more
space-efficient storage scheme based on a hash table, a gener-
alization of the array data structure that uses a hash function
to map keys (i.e., RGB colors) to indices in an underlying array
[44] (while each key maps to a distinct index in an ordinary
array, the mapping is many-to-one in a hash table; hence, the
savings in memory space.) Heckbert used a hash function that
concatenates the least-significant 3 bits of the 5-bit color com-
ponents. For the 640 x 480 test images he used, the two- and
three-dimensional arrays above would have contained 900 K
and 32 K elements, respectively, while the hash table contained
only 0.5 K elements. Although hashing was already being used in
multispectral image processing in the 1970s [45], Heckbert can
still be considered an early adopter of this versatile data structure
in color image processing. For an overview of data structures
used in cq, refer to Celebi [1].

* Adaptive and nonuniform cqQ: Due to computational
limitations, early color quantizers (e.g., the one proposed by
Jain and Pratt [9]) typically employed non-adaptive (242 image-
independent) and uniform quantization. Here, the qualifiers
non-adaptive and uniform refer to the generation of a universal
cpaL based on a given color space (e.g., RGB) and the placement
of the palette colors uniformly throughout the color space,
respectively. On the other hand, Heckbert proposed an adaptive
(aka image-dependent) and nonuniform color quantizer, which
generates a custom CPAL based on the color distribution of a
given input image, with the palette colors placed nonuniformly
throughout the color space. Such an adaptive and nonuniform
color quantizer nearly always produces superior results to a non-
adaptive and uniform one, and the more nonuniform the input
color distribution, the greater the quality difference between the
two quantizers.

 Connection to divisive hierarchical clustering, decision tree
induction, tree-structured vector quantizer design, and space par-
titioning: As mentioned in Section 1, MCUT can be viewed as
a divisive hierarchical clustering algorithm [46] applied to an
rGB image. Heckbert [11] mentions in passing that his recur-
sive algorithm is “nearly identical” to Bentley’s algorithm for
constructing a k-d tree [47], a multidimensional search tree that
generalizes the binary search tree; the most prominent difference
between the two algorithms is that the former divides the data
points along the longest color axis, whereas the latter cycles
through the axes, that s, if there are D axes numbered 1 through
D, axis ((L mod D) + 1) is used as the dividing axis at recursion
level L €{0, 1, ...}. Itisalso oz difficult to see the resemblance
between mcuT and the algorithms used for binary decision tree
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(d) Third cut (orthogonal to the X axis)

Illustration of MCUT on a two-dimensional artificial dataset (red stars in subfigure (d) represent the cluster centroids).

induction [48], binary tree-structured vector quantizer design
[49], and binary space partitioning [50].

o Lloyd’s k-means algorithm: Like most of its successors,
MCUT is a heuristic algorithm with 7o guarantee on the quality
of its solution. For this reason, Heckbert [11] suggested using
Lloyd’s k-means algorithm [51,52] to improve the output of
McuT, thereby ensuring az least local optimality of the resulting
cpaL. His choice was 7oz coincidental, as the ssp objective given
by Eq. (3) is precisely the objective minimized by k-means.
Without presenting any numerical results, he stated that such
a postprocessing step reduced McuT’s distortion only slightly.
Later, Wan et al. [53] reached a similar conclusion about their
McuUT variant, likely based on limited experimentation with onfy
three images and two palette sizes (K € {8,64}). Furthermore,
many early cQ researchers (e.g., [53—56]) considered £-means to
be prohibitively slow due to its iterative nature; in general, the
number of iterations required to converge to a locally optimal
solution cannot be predicted in advance and depends on the
number, dimensionality, and distribution of the data points,
the number of clusters sought, and the initial centers [1]. Celebi
[57,58] showed that an accelerated k-means implementation
can not only be fast but also significantly improve the output of
McuT and many of its variants, both qualitatively and quantita-
tively. Recent studies [59-61] further improved the efficiency
and effectiveness of k-means, making it a highly practical cq
algorithm.

* Dithering: Due to its lossy nature, cqQ inevitably leads to
loss of color and fine details. For example, representing a large,
almost uniformly colored region with a small or poorly designed
cpaL can lead to the appearance of bands of uniform colors with
visually disturbing contours in between. Heckbert suggested

eliminating such false contours using dithering [62], a classical
image processing operation that exploits the spatial integration
property of the human visual system to create the illusion of
more colors. Figure 3 compares the coloring pencils image from
Fig. 1 with or without Floyd—Steinberg [62] dithering applied
after McuT quantization. Observe that the output images with
4, 16, 64, and 256 colors from Fig. 1 are duplicated in the left
column of Fig. 3 for convenient comparison. It can be seen that
for the smallest four-color crat, dithering made a substantial
difference by recovering many details (e.g., the bodies of entire
pencils in the lower-right corner), whereas for the larger 64- and
256-color cpaL, it barely made any difference. Finally, in the case
of the 16-color crat, dithering mitigated or even eliminated
some of the false contours (e.g., the pencil at nearly the 9 o’clock
position and the pencil below it). Unfortunately, these visual
improvements came at the expense of noticeable noise in the
background and on the bodies and tips of most pencils.

o Accelerated pixel mapping: Once the cpaL is designed, the
output image is generated by pixel mapping. For each pixel in
the input image, the trivial pixel-mapping algorithm performs
an exhaustive search for its nearest palette color given by Eq. (2).
This mapping is clearly inefficient, as, for any given input pixel,
most palette colors will likely be too far to be its nearest color.

Heckbert proposed the first accelerated pixel-mapping algo-
rithm in the cq literature, locally sorted search (LLs), which starts
by dividing the rGB cube into L x L x L subcubes, where
L > 2 isa user-defined number (i.e., L = 8 for K = 256 colors
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(a) 4 colors (without dithering)

(g) 256 colors (without dithering)

(h) 256 colors (with dithering)

Fig.3. Comparison of coloring pencils with (right column) or without (left column) dithering applied after McuT quantization.

[10,11]). For each subcube, the algorithm maintains a sorted list
of palette colors that are nearest to some color in that subcube.
Given an input pixel, Lis first determines the subcube con-
taining its color and then performs an exhaustive search in that
subcube’s list. There are three problems with ris: (i) it acceler-
ates the trivial algorithm only slightly (Heckbert reported a mere

three-fold acceleration on one of his test images for X' = 256);
(ii) it divides the rGB cube uniformly regardless of the input
color distribution; and (iii) it is nontrivial to estimate the opti-
mal L value for a given image. Many accelerated pixel-mapping
algorithms have been proposed since Heckbert; refer to Celebi

[1] for an overview.
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(a) Configuration 1

T

(b) Configuration 2 (c) Configuration 3

(d) Configuration 4

(e) Configuration 5

Fig.4. All possible ways to obtain four clusters using three successive binary divisions (shaded nodes represent the clusters).

3. EXTENSIONS OF MCUT

Future work suggested by Heckbert includes the following.

o Alternative color spaces and distortion measures: For com-
putational reasons, Heckbert adopted the rGB space and the
€3 distortion measure, a combination still prevalent in color
image processing. However, he suggested that performing cqQ in
a perceptually more uniform color space using an appropriate
distortion measure (e.g., CIELAB and ¢;) may lead to better
results. To this date, very little work has been done to investigate
the effects of color space and distortion measure on cq [1], a¢
least in the algorithmic literature (refer to Nieves ez al. [63] fora
colorimetric approach based on the c1ELAB color space).

o Alternative divisive clustering strategies: In a divisive cluster-
ing algorithm, a cluster is selected at each iteration and divided
into two using a hyperplane. Although the selected cluster can be
divided into B > 2 subclusters, most divisive algorithms adopt
the binary strategy for simplicity, which is what we assume in the
remainder of this discussion. Observe that the extreme case of
a K-ary divisive strategy corresponds to a partitional clustering
algorithm rather than a hierarchical one.

Consider a dataset X with N data points in R?. It is easy to
see that the binary divisive strategy represents X as a full binary
tree with the following properties: (i) the root node represents
X, while every other node represents a proper subset of X’; (ii) a
non-leaf node’s children divide their parent’s elements into two
subsets; and (iii) the leaf nodes form a partition of X (i.e., the
corresponding subsets of X" are exhaustive, mutually exclusive,
and nonempty).

The number of (K — 1) successive binary divisions of X’
then equals the number of full binary trees with X leaves given
by 2K —2)!/(K!(K — 1)!), which can be approximated by
451,/ (K —1)% as K — 00. As an example, Fig. 4 illus-
trates the five possible ways to obtain K = 4 clusters using three
successive binary divisions. Observe that a recursive algorithm
(i.e., one that divides every cluster at each iteration) can generate
only the first configuration, whereas an iterative one can generate
all five configurations.

Now, consider the case of K =2, where we have a single
cluster corresponding to the entire dataset X It can be shown
that the number of ways to divide X using a hyperplane is on the
order of N? [64]. In fact, not surprisingly, the ssp minimization
problem has been proven to be Np-hard even for two clusters for
D > 2 [65,66]. Hence, both determining an optimal order of
binary divisions for X and optimally dividing X (or any of its
subsets) into two are computationally intractable problems.

The computational hardness of optimal binary divisive
clustering prompted researchers to propose numerous efficient
heuristics since the early 1960s. These heuristics can be charac-
terized by the following decisions they make at each iteration: (i)
the cluster to divide, (ii) the orientation of the dividing hyper-
plane, and (iii) the position of the dividing hyperplane (244 the
dividing point).

In Mcur, the cluster with the greatest range on any color axis
is selected at each iteration. This cluster is then divided using a
plane orthogonal to the axis above, passing through the median
point on the same axis. Essendially, mcur divides the longest
cluster at each iteration, where the length of a cluster is mea-
sured along the color axes. This is a computationally efficient
approach, but the most elongated cluster is zor necessarily the
one with the greatest distortion. From a distortion minimization
perspective, then, a more sensible choice would have been the
cluster with the greatest ssp. Such a divisive cq heuristic was first
proposed by Wan ez al. [53]. Heckbert also suggested an alter-
native, where the cluster with the greatest variance on any color
axis is selected at each iteration, which is then divided using an
orthogonal plane passing through the data point minimizing
the sum of variances of the resulting two subclusters. Milvang
[67] and Wu [68] developed the earliest cq algorithms based on
Heckbert’s variance minimization heuristic.

Heckbert’s rationale for dividing at the median point is that
the resulting two subclusters will be nearly equal in size. This
makes sense when building a multidimensional search tree such
as a k-d tree, but for divisive clustering, there is 70 justification
to require an almost even division regardless of the data distribu-
tion [53]. In fact, it can be shown that an ssp-optimal division
of a multivariate normal cluster [66] requires the hyperplane
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Ilustration of vARCUT on the dataset shown in Fig. 2 (red stars in subfigure (d) represent the cluster centroids).

to be orthogonal to the dominant eigenvector of the cluster
covariance matrix (rather than being orthogonal to the longest
axis) and pass through the mean (rather than the median) point
on the same axis. It can also be shown that the mean is closer
to the optimal dividing point than the median for azy non-
symmetric continuous univariate distribution [54]. Orchard
and Bouman [55] proposed the first cqQ algorithm based on the
aforementioned ssp-optimal strategy. Later, Wu [56] relaxed
the multivariate normality assumption by sweeping a plane
orthogonal to the dominant eigenvector, passing through the
data point that maximizes the reduction in the ssp. Note that
when the dividing plane is orthogonal to a color axis at each
iteration (as in McuT), the rRGB cube is divided into rectangular
boxes using axis-parallel cuts. By contrast, when the dividing
plane is orthogonal to the dominant eigenvector, which is a
linear combination of the color axes, at each iteration, the RGB
cube is divided into convex polyhedra using oblique cuts.

A particularly simple and efficient heuristic divisive cq algo-
rithm, dubbed varcur, divides the cluster with the greatest
ssD using a plane orthogonal to the color axis with the greatest
variance, passing through the mean point on the same axis [69].
Figure 5 illustrates this heuristic on the dataset shown in Fig. 2.
It can be seen that vaARCUT overcomes McuT’s limitations and
successfully recovers the underlying clusters.

Various divisive clustering algorithms can be designed by
modifying the aforementioned decisions; refer to Celebi [1] for
adetailed survey.

o Integrated cQ and dithering: Heckbert suggested eliminat-
ing false contours in the output image using the Floyd—Steinberg
dithering algorithm [62]. However, while cqQ aims to minimize

the distortion between the input and output images, dither-
ing tends to increase this distortion. For this reason, Heckbert
stated that treating these two operations independently may
not be ideal from a distortion minimization perspective. For
algorithms that integrate cQ and dithering, refer to [70-72].

* Interactive cQ: In some cases, the region of interest (roI),
e.g., the eyes, occupies a small area in the input image. Most cQ
algorithms tend to neglect such regions in their zeal to minimize
distortion. Heckbert suggested an interactive cQ algorithm
that allows the user to manually specify one or more rois. The
colors in these ro1S are then weighted more in the cPaL design
phase, increasing their representation in the resulting palette.
However, the potential of such an interactive cQ algorithm,
e.g., in non-photorealistic rendering, remains unexplored.

4. MORE RECENT DEVELOPMENTS IN CQ

More recent developments in the cq literature that were not
anticipated by Heckbert include the following.

* Dynamic cQ: Popular cqQ algorithms assume a user-
defined, static palette size. Various dynamic cqQ algorithms have
been proposed over the past two decades that can automatically
determine the palette size at run time [1]; refer to Tirandaz ez al.
[73] for a recent study.

o Metaheuristic-based cQ: Some of the most recent cqQ
algorithms are based on nature-inspired metaheuristics [74],
including simulated annealing, variable neighborhood search,
genetic algorithms, evolution strategies, particle swarm opti-
mization, and ant colony optimization. On standard objectives
(e.g., ssp), these powerful algorithms produce significantly
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better results than conventional algorithms such as mcur [75].
They can also optimize more complex (e.g., perceptually based)
objectives or even multiple objectives simultaneously. However,
they are often considerably slower and more difficult to imple-
ment and use (due to their randomized nature and user-defined
parameters). Note that some of these algorithms generate their
initial solution using a conventional algorithm, typically an
McuT variant [76,77]. For references to metaheuristic-based
cQ algorithms, refer to a survey by Celebi [1] and a comparative
study of 10 such algorithms by Pérez—Delgado and Giinen [75].

* Task-oriented cQ: The vast majority of cqQ algorithms are
based on unsupervised clustering [78]. These algorithms aim
to minimize the visual distortion or, equivalently, maximize
the visual fidelity between the input and output images [79];
thus, they can be termed perceptually oriented cqQ algorithms.
Recently, various task-oriented cQ algorithms based on convo-
lutional neural networks have been proposed [80-88]. These
algorithms differ from their perceptually oriented counterparts
in two important ways. First, rather than visual fidelity, they
aim to maximize accuracy on a predefined computer vision
task, such as image classification or object detection. Second,
they are supervised; that is, before they can be used for cq, their
internal parameters must be optimized by training. Due to their
supervised formulation, these algorithms can outperform con-
ventional cq algorithms (e.g., McUT) on the task for which they
are trained. However, their superiority appears to be confined to
the extreme color quantization [89] setting, in which the craL to
be designed is very small (e.g., K € {2, 4, 8}). Therefore, in the
absence of sufficient training data or outside the aforementioned
setting, perceptually oriented cq algorithms such as mcut and
its variants are still to be preferred.

5. CONCLUSION

This retrospective examined the celebrated median cut
algorithm proposed by Heckbert over four decades ago. In
addition to detailing the first true color quantization algorithm,
Heckbert’s seminal work introduced much of the terminology
used in the color quantization literature to this day, described the
first divisive color quantization algorithm, proposed bit cutting
as a preprocessing step and £-means clustering as a postprocess-
ing step, recommended a hash table to compactly represent the
input color data, developed the first accelerated pixel-mapping
algorithm, and suggested dithering to eliminate false contours
in the output image. Despite its limitations, Heckbert’s work
not only established color quantization as a subfield of color
image processing but also inspired the development of numer-
ous color quantization, vector quantization, and data clustering
algorithms.
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