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Abstract—In the last decade, quantum computing has showcased
its unique mechanism across diverse fields, highlighting significant
potential for data-driven applications requiring substantial
computational resources. Within this landscape, quantum machine
learning emerges as a promising frontier, poised to harness the unique
advantages of quantum computing for machine learning tasks.
Nonetheless, the current generation of quantum hardware, typified by
noisy intermediate-scale quantum (NISQ) devices, grapples with
severe resource constraints, particularly in terms of qubit availability.
While quantum computing offers tantalizing capabilities such as
superposition and entanglement, which can be strategically leveraged
to optimize the performance of quantum neural networks, the
challenge remains in mitigating the resource limitations while
upholding high recognition accuracy. To address this imperative, we
introduce a pioneering face recognition method christened the
multigate quantum convolutional neural network (MG-QCNN). This
innovation is engineered to surmount the resource bottleneck endemic
to NISQ devices while preserving exceptional recognition accuracy.
Our empirical investigations conducted on benchmark datasets,
including the Yale face dataset and the ORL face database, illuminate
the remarkable potential of this approach. Specifically, our proposed
variational quantum circuit architecture consistently achieves an
impressive average accuracy of 96%, which is better than the 95% of
the classic CNN. Our model underscores the efficacy of quantum
convolution operations in the extraction of feature maps, exhibiting a
transformative stride toward unlocking the full potential of quantum-
enhanced face recognition, and compared with other quantummodels,
our method hasmore advantages in accuracy and efficiency.

Impact Statement—Our groundbreaking research in
quantum machine learning has unveiled a transformative path
forward in the realm of face recognition. By pioneering
the multigate quantum convolutional neural network, we have

harnessed the unique capabilities of quantum computing to
overcome resource limitations and achieve an astounding 96%
average accuracy on face recognition tasks. This achievement
not only showcases the immediate potential of quantum
convolution operations in feature extraction but also sets the
stage for a quantum revolution in the field of machine learning.
Our work is a catalyst for future explorations, promising even
greater computational efficiency and accuracy as we scale up
quantum structures and expand our horizons to high-resolution
color face images. This study is a foundational step toward
quantum-enhanced face recognition, with far-reaching implica-
tions for data-driven applications and the broader field of artifi-
cial intelligence.

Index Terms—Multigate quantum convolutional neural network
(QCNN), quantum biometrics, quantum convolutional neural
network (QCNN), quantummachine learning.

I. INTRODUCTION

FACE recognition, a biometric technology for identity rec-
ognition [1], finds valuable applications in various sectors

such as banking, security, and government [2]. The process of
facial recognition encompasses several stages, including face
image acquisition, image preprocessing, facial feature extrac-
tion, and image recognition [2]. Among these stages, the extrac-
tion and modeling of facial features stand as a pivotal step. By
modeling these features from the facial image, we can subse-
quently employ them to match and determine the identity of the
individual [2].

Among the methods of facial feature extraction, the most
widely used methods are machine learning, such as K-nearest
neighbors (KNN) and support vector machines (SVM) [3].
Backed by the powerful processing power of GPU units, deep
learning methods have achieved dominance in this field [35],
[36], [37], [38]. Among them, the deep learning method based
on convolutional neural network (CNN) is one of the best-
performing methods [2]. CNN for computer vision was
proposed by LeCun et al. [4]. The advantages of CNN over tra-
ditional neural networks lie in its parameter sharing mechanism
and the sparsity of connections, which are brought about by its
creative use of convolution kernels. CNN has received extensive
attention from industry and academia in the past few years due
to its impressive achievements in many fields including but not
limited to computer vision and natural language processing [5].
DeepFace [6] is the foundation of the application of CNN in
face recognition and achieved an accuracy of 97.35% on the
LFW dataset [7], which is very close to the human level.
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Although deep learning has achieved great success, there are
also some problems. The article [43] shows that progress along
current routes is rapidly becoming unsustainable economically,
technologically, and environmentally. Facing the problem of
computing resources, forcibly consuming more resources may
not be a good development direction. It’s a much better idea to
balance efficiency while maintaining great performance.

Compared with classical computing, quantum computing has
its unique advantages in the field of machine learning [8].
Applying quantum computing to classical neural networks is
one of the major recent application directions of quantum com-
puters [53], [54], [55]. On some problems, quantum mecha-
nisms are expected to perform better than classical algorithms,
especially the potential for quantum polynomials through quan-
tum parallelism speed up [8], [47], and many people try to use
the properties of quantum computing to improve the efficiency
of models. Currently, researchers are primarily concentrating on
one of the most captivating facets of quantum computers: quan-
tum parallelism, which relies heavily on the superposition of
states and is typically the primary cause of the higher speed of
quantum algorithms compared with classic ones. The results of
the experiments [12] indicate that it is achievable to take advan-
tage of the parallelization of existing quantum hardware and
acquire speed up from it. Currently, the development of quan-
tum computing is in the stage of noisy intermediate-scale quan-
tum (NISQ) with limited performance. While quantum machine
learning has achieved some virtuosity [10], quantum-based face
recognition is still in a relatively early research stage due to the
limitation of the number of qubits in current quantum com-
puters. Take the commonly used LFW face database as an
example. The dataset contains 13,000 face images [6]. Even if
each face image is reduced to a size of 12 � 12 pixels, the
demand for the number of qubits still exceeds the processing
power of current quantum computers. In addition, the quantum
resources currently available are relatively limited and expen-
sive. Due to the structure of the QPU itself, the number of
qubits, and the limitations of the quantum volume, the QPU
may not be able to meet the researchers’ design of a variety of
quantum gates and qubits in quantum circuits, including ampli-
tude encoding methods and some classic loss functions. The cur-
rently commonly used and affordable IBM QPU has qubits
ranging from 5 to 27 qubits, so researchers must ensure that every
qubit in their quantum circuits is used as efficiently as possible.

In recent years, face recognition technology, driven by deep
learning, has been extensively studied and is one of the most
popular research topics in pattern recognition and image proc-
essing. The purpose of face recognition is to extract the person-
alized features of people from face images and use this to
identify different people. For example, face recognition based
on Gabor filtering [9], face recognition method based on elastic
graph matching [6], and method based on fuzzy neural network
[11]. At present, various face recognition models based on deep
learning have shown excellent performance [44], [45], [46].

In the face recognition model based on a neural network, the
CNN structure is one of the most commonly used structures [1].
A CNN is a neural network consisting of neurons with learnable
weights and bias constants [2]. For image input, this method can

effectively extract local features. This feature of CNN is suitable
for data with a strong correlation between pixels such as face
images.

Our goal is to realize an easily extensible quantum structure
on a limited number of qubits, aiming at better utilization of
qubits to achieve higher efficiency. Our results show that only
four qubits are required for high-accuracy face recognition on
low-level face data.

We propose a trainable quantum convolutional architecture
that requires a small number of qubits and can be combined
with classical neural networks. Simulation is a viable training
option due to the low number of qubits required. Building on
previous research, we use a variational quantum algorithm-
based convolution method. We designed a new quantum circuit,
using a variety of quantum rotation gates to fit the objective
function better. Therefore, we name this method as multigate
quantum convolutional neural network (MG-QCNN). Our main
contributions are:

1) We propose a multigate method for encoding and setting
parameters in quantum circuits. This method applies a
variety of quantum rotation gates to better fit the objec-
tive function.

2) Using quantum entanglement to achieve convolution, all
qubits of the quantum circuit are measured in the mea-
surement phase, so that the eigenvalues obtained by con-
volution can reflect the correlation between pixels in the
region.

3) Our method can be viewed as a quantumed convolu-
tional layer and thus can be easily combined with vari-
ous network structures.

4) Our structure is lightweight, requiring fewer qubits and
occupying a small quantum volume, making it easy to
deploy in practice. Fixed quantum circuits are more effi-
cient and interpretable than the continuous generation of
random circuits.

Overall, our proposed MG-QCNN considers improving effi-
ciency in addition to improving accuracy. Through the analysis
and discussion of the experimental results, MG-QCNN achieves
the following performance.

1) The proposed MG-QCNN achieves average accuracies
of 90% and 91% in two different databases, outperform-
ing previous quantum machine learning methods.

2) The superiority of using quantum entanglement to gener-
ate feature maps in quantum convolution kernels is dem-
onstrated, and the correlation between feature maps is
strong under the action of quantum entanglement, which
is superior to classical CNN operations.

3) Our model training speed and resource consumption are
better than existing approaches.

4) Our architecture can be easily combined with classic
neural network structure.

The structure of this article is as follows: First, we discuss
face recognition and related work in the field of quantum
machine learning. Subsequently, we introduce the details of
MG-QCNN. After that, we describe the experimental setup and
present the experimental results. Finally, we discuss the results
of the experiments.
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II. BACKGROUND

A. Quantum Machine Learning

Mechanisms such as quantum entanglement and superposi-
tion state possessed by quantum systems give quantum systems
an advantage over classical computers in solving some problems
[13]. In machine learning tasks, with the deepening of research,
the number of training samples and model parameters continue
to increase, and the high parallelism of quantum systems is con-
sidered to optimize traditional machine learning. At present, a
variety of quantum machine learning methods have been pro-
posed, such as the quantum Boltzmann machine [14] and quan-
tum neural network [15], [16]. A Quantum neural network is a
neural network model based on the principles of quantum
mechanics. Or the quantum neural network is a deep learning
method that introduces quantum circuits into classical neural
networks [47]. Ezhov and Ventura [17] discussed various
advantages of quantum neural networks over classical neural
networks: The information that a single qubit can carry increases
exponentially compared with bits [48]; Quantum polynomial
speedup [49]; Single-layer network solution of linearly insepara-
ble problems [42]. Recently, Ezhov suggested that quantum
neural networks do not need to be based on qubits, and criticized
attributing them to quantum machine learning methods or any
other method. He argued that quantum neural networks can be
seen as a universal tool for representing amplitudes of any quan-
tum process [33].

A quantum circuit is a key part of quantum machine learning
systems. A quantum circuit consists of several qubits and quan-
tum gates as shown in Fig. 1. Lines side by side represent the
qubits, and from up to bottom represent the chronological order.
The vertical lines on these straight lines represent controlled
NOT gate (CNOT) gates that are essentially unitary operators.
Quantum gates can be applied to one or two qubits. Any unitary
transformation acting on any set of qubits can be implemented
by a combination of a series of quantum gates. At the end of the
line is the measurement section.

B. Variational Quantum Algorithm

Variational quantum algorithms (VQA) use classical optimiz-
ers to train quantum circuits with parameters [18]. For classical
deep learning, the model is usually a neural network running on
a classical computer. For VQA, the neural network is replaced
by a quantum circuit running on a quantum computer. A quan-
tum circuit is a variational quantum circuit (VQC). VQC usually
consists of a series of single-qubit gates or multiqubit gate oper-
ations. Some VQCs are used in hybrid methods, as a preprocess-
ing or postprocessing part combined with classical methods
[19], [34], [53], [54], [55]. Parameters in VQC can be optimized
in classical network layers, just like in classical machine learn-
ing, which is why VQC is suitable for building hybrid architec-
tures. The parameters in VQC are mainly reflected in the
rotational gate in the quantum circuit, and the parameters of its
rotation can be trained. VQA optimizes the parameter h in the
circuit by gradient descent to minimize the cost function. In this
way, the parameters of the quantum circuit itself can be updated,
enabling wider and more flexible deployment of quantum cir-
cuits in neural networks. The cost function of VQA is usually
the expected value of the observed object H in the final state of
the line, and the formula is as follows:

E ¼ h0 j U†ðhÞHUðhÞ j 0i: (1)

C. Related Quantum Convolutional Models

Due to the excellent performance of CNN in classical
machine learning, a method using full quantum architecture was
proposed due to its influence. The QCNN [21] implements the
convolutional layer and pooling layer similar to the classical
CNN architecture on the quantum circuit and finally determines
the final classification result through the fully connected layer.

Quanvolutional neural network (QNN) is a quantum network
inspired by classical CNN [20]. Before QNN, a QCNN using
the idea of convolution has been proposed [21]. This quantum
neural network implements quantum convolution and quantum
pooling on quantum neural networks to deal with many-body
physics problems. However, this QCNN differs from the classi-
cal CNN in that it does not have a structure similar to a convolu-
tion kernel (filter). This also means that if QCNNs are applied to
face recognition, the requirement for the number of qubits will
be huge: one qubit per pixel. This reduces the overall efficiency
of the network.

QNN extends the classical CNN structure with quantum
quanvolutional layers but does not replace the whole neural net-
work with quantum layers. Similar to classic convolutional
layers, quanvolutional layers can adjust the number of quanvo-
lutional kernels (filters) within the layer, and can be placed at
any desired position as a completely independent layer when
used in a neural network. The filter structure in the quanvolution
layer is similar to the filter in CNN and can extract local fea-
tures. Fig. 1 is the structure of the quanvolutional layer. The
quantum circuits that constitute the filter in QNN are random
circuits, which are different each time they are generated.

QNN has many advantages. First, the structure of the QNN
makes it easy to combine with traditional neural network layers.

Fig. 1. Quantum circuit of QNN [20]. The quantum circuit in the blue part is a
random circuit, that is, the CNOT gates are randomly generated and are different
for each training. All qubits will be measured in the measurement section.
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However, referring to Aaronson’s research, for algorithms that
require a large number of quantum measurements, any potential
“quantum speedup” will disappear [22]. If the quanvolutional
layer is deployed too much, the speed benefits of quantum com-
puting are difficult to achieve. In addition, more layers require
more qubits, which seems to negate the benefit of carrying more
information in a single qubit. The quanvolutional layer is not
constructed by VQC, so the QNN cannot update the parameters
in the kernel, which makes it highly dependent on the classic
CNN when using this structure to form a neural network, and
cannot replace the classic CNN.

Considering that QNN cannot train parameters, an improved
structure using VQC, variational quanvolutional neural network
(VQNN), is proposed [19]. As the name suggests, this structure
changes the quantum circuit into a VQC, adding quantum gates
with parameters to the original random circuit. Under the action
of the cost function, these parameters will be continuously
updated, and the gradient descent will be performed as in the
classical neural network. The structure of the VQNN is shown
in Fig. 2. On the MNIST dataset [24], the VQNN [19] can
achieve an average test accuracy of 0.854, and the overall level
is better than the QNN [20] trained without parameters. For
VQNN [19], its random quantum circuit needs to be regenerated
every time it is called, and the interpretability of the random cir-
cuit is somewhat lacking. Its use of a single RY gate does not
make full use of the Hilbert space and may be lacking in fitting
the target state.

In addition, earlier, an article proposed a quantum CNN struc-
ture utilizing VQC [23]. This quantum CNN structure is similar
to the first two, but a fixed quantum circuit is designed instead
of a random circuit. This structure is shown in the figure. The
characteristic of this QCNN is that it only measures one qubit in
the measurement step, but uses multiple different quantum con-
volution kernels for multiple measurements. This approach
makes QCNN more similar to the classical CNN approach. [52]

proposed a structure similar to VQNN, and a model that adds an
additional quantum layer to the classic CNN. The article [50]
proposes a QCNN for high-energy physics event classification.
The proposed quantum architecture demonstrates the advantage
of faster learning than the classic CNN when the number of
parameters is similar. The article [41] proposes a quantum neu-
ral network model inspired by CNN. This article [39] introduces
a hybrid quantum classical CNN that applies quantum
computing to extract high-level key features from Earth
observation data for classification purposes. Furthermore, the
adoption of amplitude encoding techniques reduces the
required qubit resources. This article [40] proposes a hybrid
quantum classical CNN for surface defect recognition. The
method introduces quantum CNN layers, reducing the
number of convolutional blocks in the model architecture as
well as the required image size.

III. OUR PROPOSED MULTIGATE QUANTUM CNN

The structure of MG-QCNN we propose is based on VQC,
which encodes the image data in the form of classical data, and
obtains the expected value through measurement after VQC
processing to achieve the function of extracting image features.
For face recognition tasks, it is important to exploit the spatial
information between pixels. For classical deep learning, merg-
ing local pixel regions is an important task, while CNN uses a
filter, or convolution kernel, to slide on the original data, collect
the values in a rectangular region, and compare the parameters
of the filter with the filter. Calculations are made to obtain the
eigenvalues of this region. Our proposed method also follows
this approach, preserving the 2-D shape of the original image,
sliding over the image through a 2 � 2 square filter, and encod-
ing the corresponding pixel values onto qubits.

In our multigate approach, we use multiple quantum rotation
gates to encode and set parameters. Our method utilizes RY gates

Fig. 2. Left figure is VQNN [19]. The quantum circuit in the blue part is a random circuit, that is, the CNOT gate and the rotation gate are randomly generated, and
each training is different. The parameters in the rotation gate are updated via the cost function. In addition to the difference between quantum circuits and quanvolution
neural network, the introduction of trainable parameters enables VQNN to be separated from classical CNN and train independently, which is different from QNN
which must rely on classical networks. The right figure is QCNN [22]. The quantum circuit is composed of the control RZ gate and the control RX gate. Only one qubit
is measured during measurement, and multiple quantum convolution kernels are set, making QCNN similar to classical CNN.

ZHU et al.: QUANTUM FACE RECOGNITION WITH MULTIGATE QUANTUM 6333



to encode the pixels of the raw data, transforming classical data
into quantum data on qubits, and rotates each qubit using RX and
RZ gates that carry parameters. With the calculation of the loss
function, the parameters of the RX gate and the RZ gate are con-
tinuously updated, so that the model is fitted to the objective
function. Our method can theoretically converge better.

When designing a VQC-based quantum convolution struc-
ture, there are three main modules to consider: encoder, varia-
tional circuit, and decoder.

A. Encoder

The main function of the encoder is to quantify the input clas-
sical data into quantum data that can be input into a quantum cir-
cuit. At present, the commonly used coding methods include
basic coding, amplitude coding and angle encoding. Angle
encoding uses rotation gates to encode classical information,
and the rotation angle of these rotation gates is determined by
classical information. As shown in the encoder section in Figs. 1
and 2, amplitude encoding is usually achieved by rotating quan-
tum gates. Taking the single-qubit rotation gate as an example,
the rotation gate needs to input a rotation parameter. On the
Bloch sphere, the state of the qubit will migrate according to the
type and parameter of the rotation gate. In our architecture, RY

gates will be used for all classical data, and each qubit carries
one data (i.e. one pixel in the original image). We first normalize
the raw data to unit length before entering the RY gate as a
parameter. The initial state of all our qubits is j0i, rendered on a
Bloch sphere as shown in Fig. 3. As we use the RY gate encod-
ing, the state of the qubit embodied on the Bloch sphere is
rotated from the initial state j0i around the Y-axis according to
the parameter h. We choose the RY gate because the rotation of
the initial state along the Y-axis can most intuitively reflect the
original data in the quantum system. The equation for encoding
using the RY gate is as follows:

Ryð/Þ ¼ e�
i/ry
2 ¼

cos
/
2

� �
�sin

/
2

� �

sin
/
2

� �
cos

/
2

� �
2
6664

3
7775: (2)

B. Variational Quantum Circuit

In this part, the encoded quantum data will be processed by
quantum gates. In VQC, rotating quantum gates are often used
as carriers of trainable parameters, such as the circuit part in
Fig. 2. CNOT gates and control revolving gates are used to cre-
ate quantum entanglement, which is one way of implementing
quantum convolutional circuits. The role of this part is to extract
data features.

Unlike VQNNs, we design a VQC with a fixed structure,
as shown in Fig. 4, rather than a randomly generated circuit.
The random circuit will make the result of each training not
fixed, and the randomness is very strong. If the VQC is too
random, due to their expressibility, a “barren plateau” effect
occurs, making model training difficult [25], [51]. This effect
can be mitigated using fixed quantum circuits. We use RX

gates and RZ gates in the circuit to carry trainable parame-
ters, which are the rotation gates around the X and Z axis
[56]. We rotate the state along the y-axis on the Bloch sphere
from the initial state j0i using the RY gate in the encoding
phase. To make the circuit easier to fit, we deploy RX gates
and RZ gates on each qubit so that the entire quantum space
can be utilized.

Due to the eight quantum rotation gates, our filter carries eight
parameters. To improve efficiency, these eight parameters will
not change when sliding, which means that the parameters of
each 2 � 2 area in an image are the same. Although different
sets of parameters can be used, we adopt the same set of parame-
ters for the efficiency of the method. The unitary operation
of our quantum circuit with an encoder can be expressed by the
following equation:

U ¼ RY xð ÞRX h1ð ÞRZ h2ð Þ ¼ eixry eih1rx eih2rz (3)

where h is the parameters and the x is the input data.

Fig. 3. Figure shows the Bloch sphere. When preparing a quantum circuit, the
initial state of the circuit is j0i, which is the top of the Z-axis. We use an RY gate
for encoding, so the initial state j0i will rotate around the Y-axis. The encoded
data will be distributed on the circle as shown by the red square in the figure. The
green arrow in the figure and the blue dot points to indicate that the initial state
j0i rotates p=4 around the Y-axis.

Fig. 4. Quantum circuit of MG-QCNN. The dashed lines in the measurement
section represent whether or not measurements were made here in the different
models. Our model is encoded using RY gates, using RX gates and RZ gates to
carry a total of eight parameters, two on each qubit. CNOT gates are used to gen-
erate quantum entanglement to achieve an effect similar to convolution in classi-
cal CNNs.
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For classic models, there is a universal approximation theo-
rem (UAT) [57] to support its approximation capabilities. Simi-
larly, for quantum models, UAT can be used to demonstrate
approximation capabilities. According to [58], a quantum analog
can be constructed on the basis of UAT. For any function g :
v! R and for any e> 0, there exist n 2 N and w 2 R such that

xwn xð Þ � g xð Þ�� ��< e: (4)

For all x in v and wn xð Þ is the basis function. Based on quan-
tum UAT, we can think that our quantum circuits can fit the
functions.

C. Decoder

In the decoder, the processed quantum features will be mea-
sured with the help of Pauli Z gates. The expected value of each
qubit will be derived from repeated measurements. Through the
decoder, the quantum data is converted into classical data, and
the classical data can be used as the input for the next layer to
continue processing.

Here we consider two cases, measuring all qubits and measur-
ing one qubit but setting multiple convolution kernels. Both
measurements have their potential advantages. Measuring a sin-
gle qubit but setting up multiple convolution kernels makes the
quantum convolution layer more similar to the classical convo-
lution operation, but the number of qubits required grows expo-
nentially, as does the number of parameters, which may increase
the training time. We will test both measures in experiments to
analyze their impact on the overall performance of the model.

After a convolution operation with quantum filters, we obtain
a set of feature maps of the original images. Since our quantum
architecture is easy to expand, classical neural networks or
quantum neural networks can be used to continue processing
and further extract features. However, in this study, since our
goal is to verify the performance of our architecture, we do not
extend the network deeper. Keeping the model structure simple
allows us to better analyze the experimental results. We directly
feed the resulting feature map into a classical fully connected
layer for classification. Through the cost function, the model can
update the parameters on the eight quantum rotation gates in the
variational quantum circuit. By repeating this process many
times, the parameters are continuously updated, and the model
is continuously fitted to the objective function we need.

IV. EXPERIMENTAL SETUP AND RESULT EVALUATION

In this section, we present our experiments using the method
described in the previous section, where the results obtained will
be analyzed. Our first experiment will use the Yale Face Data-
base [26], a small database. Due to the limitations of current
QML simulation algorithms, it is difficult for us to use large
databases, and we think using Yale Face Database is a suitable
challenge to demonstrate the lowest performance bounds for
systems using minimal parameters. After this, as an increase in
difficulty, our experiments will use the ORL face dataset [27].
The ORL face dataset has more data than the Yale Face Data-
base, which is more challenging for our method. We believe
that the application of our method to studies on small databases
is valuable for its further potential application in medicine.

A. Experimental Setup

We choose the Yale face database [26] and the ORL database
of faces [27] as the experimental data. The Yale face dataset
was created by Yale University and contains 15 people, each of
whom has 11 face images with different expressions, poses and
lighting: center-light, w/glasses, happy, left-light, w/no glasses,
normal, right-light, sad, sleepy, surprised, and wink. In a total of
165 images, the original size of each image is 320 � 243 pixels.
The ORL database of faces contains a set of images of human
faces taken in the laboratory. Each of the 40 different subjects
had ten different images, varying lighting, facial expressions
(eyes open/closed, smiling/not smiling), and facial details (with/
without glasses). The size of each image is 92� 112 pixels, and
each pixel has 256 gray levels.

In this experiment, we test five methods: our proposed
MG-QCNN, VQNN [19], HQNN [52], HQCCNN [50], and
QCNN [23]. Fig. 5 illustrates the basic architecture of the
MG-QCNN. It consists of a VQC layer with one filter and a
fully-connected layer with 15 classes. The input data is a 48 �
48 face image. The kernel size and stride of the VQC layer are
chosen to be 2 � 2 and 2, respectively. An input image of 48 �
48 pixels is encoded into a four-qubit state using the RY rotation
gate and then entangled through a CNOT gate with trainable
parameters. The decoding part is designed in two ways: either
all qubits are measured or only one qubit is measured but with
four convolution kernels. The quantum convolutional layer will
thus extract a 24 � 24 � 4 feature tensor from the 48 � 48

Fig. 5. Figure shows the overall structure of the model in the experiment. The original image is encoded into the quantum circuit with a 2 � 2 area and a stride of 2.
U(h) represents a unitary operation consisting of quantum gates. For our MGQCNN, it is a unitary operation composed of RX gate and RZ gate, each gate contains one
parameter, a total of 8 as shown in Fig. 4 above. After different measurement methods, 24� 24� 4 feature maps are obtained, the classic fully connected layer is used
for classification, and the parameter h is updated after cost function. The model approaches the target after many iterations.
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pixels input image, which will then be converted into 15 output
classes for the Yale Face Database or 40 output classes for the
ORL face dataset for different person by the fully-connected
layer. A classical CNN that exactly corresponds to the quantum
convolutional layer is set as a control. Except that the convolu-
tional layer is classical, other parameters are completely consis-
tent with the quantum layer.

The VQNN has the same structure as our model; however, it
incorporates randomly generated quantum circuits. As demon-
strated in Fig. 2, the measurement section will assess all qubits.
Each filter is composed of four randomly generated quantum
rotation gates, thereby containing four parameters. The HQNN
is also set as the same.

The setup for QCNN is largely the same, except a single qubit
is measured during the measurement phase, with four quantum
convolution kernels in place as depicted in Fig. 2. The filter of
HQCCNN is 2� 3, and other settings are the same as QCNN.

For Yale Face Database, we train each model for 30 epochs
using the Adam optimizer with 20 mini-batches and a learning
rate of 0.0001. About 120 images are used for training and 45
images are used for testing. We use cross-entropy as the loss
function. For the ORL Database of Faces, we change the learn-
ing rate to 0.001. The data is divided into the training set and
test set according to the ratio of 7:3. We randomly repartitioned
the data set each time we repeated the experiment. Other than
these, the other settings are the same.

To conduct a more in-depth analysis of our method, we set up
experiments in which the structure of the model was adjusted.
We expanded the convolution kernel of the model to 3 � 3 for
testing. In addition, we also removed the RX gate and RZ gate of
the model respectively to test the contribution of different quan-
tum gates in the quantum circuit. We also cancel the entangle-
ment in the quantum circuits to test the ability of quantum
entanglement to extract data correlations.

We use PennyLane [28] and PyTorch [29] to perform experi-
ments on a local computer with an 8-core CPU 64G memory.
PennyLane is an open-source python-based framework that ena-
bles automatic differentiation of hybrid quantum-classical com-
putations. It is compatible with mainstream machine learning
frameworks like TensorFlow [30] and PyTorch and has a huge
plugin ecosystem. In the experiment, we train all models using
the built-in Pennylane simulator default_qubit, which supports
the backpropagation method of the PyTorch interface. This is a
Python-based qubit state vector simulator, with backends writ-
ten using NumPy, TensorFlow, PyTorch, and JAX. As a result,
this simulator supports end-to-end backpropagation, and models

containing this device can be deployed for execution on GPUs
and TPUs.

Before inputting the data to the model, we normalized the
data with a Gaussian distribution, normalized the pixels of the
original data to the interval [�1, 1], and then multiplied by p as
the angle parameter of the RY gate for encoding. The parame-
ters in each quantum filter are initially randomly generated.

Number of shots means how many times an algorithm is run
to get a probability distribution of results. Generally speaking
for quantum computing, the more measurements, the more accu-
rate the results. However, more measurements mean more quan-
tum resources and time are consumed. To balance the two, we
set the number of shots in this experiment to 1000.

B. Result Evaluation

Table I presents the test results of the quantum models on two
datasets. From the results, we found that the MGQCNN-All
model achieved the best performance in the five indicators of
test loss, mean accuracy, max accuracy, running time, and mem-
ory usage. On the Yale dataset, the MG-QCNN-All model
achieves a test loss of 0.347, which is better than the QHNN
model. The mean accuracy of the MG-QCNN-All model
reaches 96.000%, which is 2.667% higher than the Q CNN
model with the second highest mean accuracy. For max accu-
racy, the MG-QCNN-All model achieves 97.778%, which is
2.222% higher than the second. About 93.3% for the VQNN
model and MGQCNN-Single model. Meanwhile, the MG-
QCNN-All model shows great advantages in training time and
memory usage. Compared with the HQNN model, which takes
34 165 s, the MG-QCNN-All model takes 29 567 s, which is
4598 s faster, with a significant time advantage. The time taken
by the QCNN model is more than three times that of MG-
QCNN-All, and the gap is significant. In terms of memory
usage, the MG-QCNN-All model is the least, and the QCNN
and HQCCNN models are significantly more than the other
models. At the same time, the MG-QCNN-All model shows
great advantages in training time and memory usage. Judging
from the change curve of loss and accuracy in the training phase
in Fig. 6, the QCNN model shows obvious advantages in terms
of convergence speed and final loss, but the results in the test are
not very good.

For the ORL dataset, from Table I, we find that the MG-
QCNN-All model achieves the best performance in terms of
test loss, average accuracy, running time, and memory footprint,
but the maximum accuracy is that QCNN achieves the best

TABLE I
TEST RESULT OF THE MODELS WITH YALE AND ORL DATA SETS

TEST LOSS MEAN ACCURACY MAX ACCURACY RUNNING TIME MEMORY

DATASETS Yale ORL Yale ORL Yale ORL Yale ORL Yale ORL
CLASSIC-CNN - - 93.333% 94.976% 95.556% 96.667% - - - -
VQNN [19] 0.398 0.456 91.111% 90.841% 93.333% 92.500 41256s 123664s 6.849GB 6.854GB
HQNN [52] 0.368 0.339 88.889% 88.472% 91.111% 91.667 34165s 81920s 3.910GB 5.272GB

HQCCNN [50] 0.385 0.362 92.775% 93.267% 93.333 94.167 124058s 342587s 14.871GB 19.204GB
QCNN [23] 0.384 0.336 93.333% 95.097% 95.556% 97.500 96825s 236937s 9.231GB 12.251GB

MG-QCNN-ALL 0.347 0.307 96.000% 95.959% 97.778% 96.667 29567s 69169s 3.837GB 5.086GB
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performance. The MG-QCNN-All model achieves a test loss of
0.307, outperforming the QCNN model. The average accuracy
of the MG-QCNN-All model reaches 95.959%, which is
0.862% higher than the second-ranked QCNN model. For the
maximum accuracy, the QCNN model reaches 97.5%, which is
0.833% higher than the MG-QCNN-All model. In terms of
training time and memory usage, the MG-QCNN-All model still
shows its advantages. Compared with the HQNN model, which
took 81 920 s, the MG-QCNN-All model took 69169 s, which
was 12 751 s faster, and the time advantage was nearly double.
The QCNNmodel took 236 937 s. This time is four times that of
MG-QCNN-All, and the difference is significant. It can also be
seen from the memory usage of the model that the number of
parameters has a huge impact on the resource consumption of
model training. Judging from the change curves of loss and
accuracy in the training phase in Fig. 6, the QCNN model still

shows advantages in terms of convergence speed and final loss,
and the average accuracy in the test results is still not as good as
the MG-QCNN.

We modified the measurement part of our model by introduc-
ing four convolution kernels, each of which measured one qubit
similar to a classic CNN to conduct verification experiments.
This experiment allowed us to compare the performance and
efficiency of two different measurement methods in the model
to determine which one was more suitable for real-world appli-
cations. The results of our model on two datasets with two meas-
urements can be seen in Table II. The results indicate that the
MG-QCNN-All model performs better in terms of average accu-
racy, maximum accuracy, running time, and memory.

It can be seen from the results in Table II that the MG-
QCNN-All model has higher recognition accuracy. In particular,
the average accuracy of the MG-QCNN-All model shows the

Fig. 6. Upper part is the training loss and accuracy of the models in Yale face database. The lower part is the training loss and accuracy of the models in ORL database
of faces.

TABLE II
TEST RESULT OF THE MODELS WITH THE DIFFERENT MEASUREMENT METHODS

TEST LOSS MEAN ACCURACY MAX ACCURACY RUNNING TIME MEMORY

DATASETS Yale ORL Yale ORL Yale ORL Yale ORL Yale ORL
MG-QCNN-ALL 0.347 0.307 96.000% 95.959% 97.778% 96.667 29567s 69169s 3.837GB 5.086GB

MG-QCNN-SINGLE 0.412 0.531 90.222% 88.573% 93.333% 90.833 155043s 254161s 12.906GB 15.347GB
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best performance on both datasets. It takes the least amount of
time and consumes the least amount of resources, which has
advantages. In addition, for comparison, we also trained a classi-
cal CNN on The ORL database of faces, replacing the quantum
layer with the classical convolutional layer, and the accuracy
reached 95%. Compared with the classical CNN, our proposed
MG-QCNN-All model has an accuracy advantage. According to
the comparison between the MG-QCNN-All model and the
MG-QCNN-Single model, the performance of the MG-QCNN-
All model comprehensively exceeds the MG-QCNN-Single
model, and the structure similar to the classical CNN does not
bring better performance to the quantum model but increases the
model training time. This is due to the imitation of the classical
CNN structure resulting in a fourfold increase in the parameters
of the filter to 32 parameters. With so many parameters, the speed
of training will be greatly slowed down. Especially when using
Yale Face Database as the dataset, MG-QCNN-Single is difficult
to converge. However, the performance of the QCNN model is
second only to the MG-QCNN-All model, and it converges faster
than the MG-QCNN-All model in the training phase.

The problem of difficulty in training is also reflected in
HQCCNN. Its structure is more complex than MGQCNN and it
takes up more resources during training. In general, the training
phase converges faster, and the model should perform better on
the test set. If the model does not perform well, it may be over-
fitting. Therefore, we changed the learning rate and epoch of
training, tried different combinations, and the performance of
the model did not improve. We think the reason for this phe-
nomenon is that the number of parameters of the QCNN model
is too large, the data we use in the experiment is limited, and the
QCNN model cannot fit the data well. However, as the amount
of data increases, the training time of the QCNN model
increases substantially. Due to our resource limitation, we were
unable to train and test models on large datasets. We adopt the
quantum neural network in the hope that the mechanism of
quantum computing can provide help for the marginal effect
problem and improve the efficiency of the neural network. From
our experimental results, it does not seem to be a reasonable
choice to use a quantum model with a similar structure to the
classical CNN. By contrast, the VQNN model, HQNN and the
MG-QCNN-All model have obvious advantages in terms of
training speed and hardware resource usage. Even with only
one filter, the quantum layer can convert the input 2-D image
into four feature maps, and output the correlation between the
channels of the feature maps under the action of quantum
entanglement.

Overall, from the perspective of loss functions, the results of
each quantum model in multiple experiments are relatively sta-
ble. However, from the perspective of average accuracy and
maximum accuracy, the robustness of HQNN’s performance is
relatively poor. We believe this is due to the fact that HQNN
has fewer quantum gates carrying parameters and does not fully
cover every qubit. Apart from this, the quantum models exhibit
similar robustness and are generally within an acceptable range.

The VQNNmodel with four parameters per filter is less accu-
rate and takes longer to train than the MG-QCNN-All model
with eight parameters per filter. We analyze that this may be
because the quantum circuits of the VQNN model are randomly
generated. As a result, the VQNN model requires a large num-
ber of random circuits to be generated during training, thereby
slowing down its training speed. The fixed design circuits of the
MG-QCNN-All model, however, eliminate the need for this
step and thus improve training efficiency.

Our experimental results for different structural modifications
of our method are presented in Table III. Judging from the
results, increasing the size of the convolution kernel does not
have a positive impact on the experimental results, but instead
reduces the efficiency of the model. We believe this is because
larger convolution kernels are currently less efficient for existing
loss functions and optimization methods, and there are concerns
about “barren plateaus” with more qubits. This problem needs
to be solved by redesigning the loss function. In the experiment
of removing the RX gate and RZ gate, the accuracy of the model
dropped significantly. Although the required memory and time
decreased, this was due to the overall parameter decrease. In
comparison, removing the RX gate causes a greater decrease in
accuracy. This is because the RX gate affects the Z-axis in Bloch
space, thus affecting the final measurement results. In the exper-
iment of removing quantum entanglement, the accuracy of the
model dropped significantly, which proves that the correlation
between the data brought by quantum entanglement is very
important, which is also reflected in the experiment of the mea-
surement method.

We extract the incorrectly recognized images from our model
experiments for analysis. Fig. 7 shows the accuracy results for
specific classes in the data set. Relatively speaking, for the Yale
data set, there are a large number of shadows in the background
of some data, such as subject 08, which has a higher error rate
than other images. For the ORL data set, there is little difference
in error rates between faces without glasses and those with
glasses. However, for subject 31, the reflection of glasses in five
images interferes with the model, and the error rates of these

TABLE III
TEST RESULT OF THE MODELS WITH THE DIFFERENT STRUCTURES

TEST LOSS MEAN ACCURACY MAX ACCURACY RUNNING TIME MEMORY

DATASETS Yale ORL Yale ORL Yale ORL Yale ORL Yale ORL
MG-QCNN-ALL 0.347 0.307 96.000% 95.959% 97.778% 96.667% 29567s 69169s 3.837GB 5.086GB
333 FLITER 0.398 0.521 93.333% 92.917% 97.778% 96.667% 56158s 167732s 7.663GB 8.137GB

RX-REDUCTION 0.346 0.301 89.667% 89.333% 93.333% 94.167% 28423s 70285s 3.677GB 5.011GB
RZ-REDUCTION 0.352 0.317 91.333% 90.333% 95.556% 94.167% 29016s 67293s 3.701GB 4.863GB

NO-ENTANGLEMENT 0.341 0.299 88.222% 88.417% 91.111% 91.667% 28774s 68024s 3.762GB 4.882GB
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images are relatively high. We believe that these two points are
due to the fact that only a single convolutional layer was set up in
our experiment, which lacked the ability to extract richer features.

VI. DISCUSSION

In the previous section, we presented the results of our experi-
ments and analyzed them in detail. Overall, considering the pur-
pose of the research and the experimental environment, the
results of our work are good and can provide some methods
worthy of reference in the development of related fields.

Although we chose a relatively small data set due to the limita-
tion of the experimental environment, it can be predicted that
with the increase in the total number of data and the number of
classification classes, the recognition performance of the model
will decrease, but our model reaches 95%, in this case. The above
mean accuracy can prove the superiority of the model. Similarly,
our model structure is relatively simple. Compared with those
complex classical neural networks with excellent performance,
our quantum network has a low depth and there is a gap in accu-
racy. However, our quantum model, while simple, is easy to

combine our quantum structures with some classical structures,
which can be combined with architectures like pooling layers or
activation functions in classical CNNs. The parameters and some
similarities and differences of each model can be seen in Table
IV. The number of parameters mentioned in Table IV is the num-
ber of quantum parameters of the model in the Yale dataset. The
vast majority of our models are still quantum parameters, and the
classical parameters are used to align the classes of the data sets.
Taking our experiment as an example, the two data sets are 15
and 40, respectively. We limit the complexity of the architecture.
In addition to the limitations of the experimental environment, we
want to verify the superiority of our quantum circuits, so keeping
the network structure simple is also a reasonable choice.

Extending the size of the quantum convolution kernel is also
worth considering. The current reason for limiting the size of a
single filter is the “quantum barren plateau” [25]. In general,
when there are too many qubits in a VQC-based quantum con-
volution kernel, the function is too flat and it is difficult to find
the minimum value. Although there are ways to alleviate the
impact of the “quantum barren plateau”, the VQC model with
more than 10 qubits can hardly converge, and the 3 � 3 quan-
tum convolution kernel is almost the limit. In the future, if VQC
cannot make progress on the “quantum barren plateau” problem,
quantum convolution methods may have bottlenecks in process-
ing high-resolution single faces. Although there is a “quantum
barren plateau” bottleneck, we can also optimize the VQA to
achieve high performance with a limited number of qubits as
much as possible [31].

Both our proposed quantum neural network approach and
encoding method can be implemented and executed on NISQ
devices. However, even for small models, learning and infer-
ence on quantum simulators are computationally expensive pro-
cesses. From our experimental results, the time and resources
consumed by the training of these simple quantum neural net-
works are huge compared with classical neural networks, not to

Fig. 7. Accuracy results for different classes of Yale data set and ORL data set. The label Y in the figure represents the Yale data set, O represents the data set, and
the following numbers are specific classes.

TABLE IV
THE SETUP OF DIFFERENT QUANTUM CIRCUITS IN THE EXPERIMENT

QUANTUM
GATES

NUMBERS
MEASUREMENT QUANTUM

PARAMETER
RANDOM
CIRCUIT

VQNN 12 All 2,880 Yes
HQNN 11 All 2,304 No

HQCCNN 22 Single 23,040 No
QCNN 16 Single 13,824 No
MG-

QCNN-
ALL

15 All 4,608 No

MG-
QCNN-
SINGLE

15 Single 18,432 No
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mention that the current quantum simulation cannot use GPU
units like classical neural networks, which greatly limits the
number of experiments that can be performed. Therefore, quan-
tum convolution methods are currently not suitable for purposes
other than research. Furthermore, the quantum simulator we set
up is an ideal environment, i.e. a noise-free simulator. Model
accuracy is expected to degrade when running on real noisy
quantum hardware. However, the model cannot be tested on
existing quantum hardware due to the long wait time per image.

In future work, our first consideration is to combine our quan-
tum convolutional layers with some classical neural network
structures for better model performance. Increasing the depth of
the network, such as the number of quantum convolutional
layers, is also a topic worthy of further study. Adding cross-
validation to the experiment is also an option worth trying so
that we can more fully evaluate the performance of the model.
In addition, we will consider expanding on color images, rather
than being limited to grayscale images, to better approximate the
current classical face recognition task. At the same time, increase
experimental data and try to build more complex models.

From our experimental results, quantum computing has the
prospect of being applied to practical problems in machine
learning like face recognition. Therefore, it is very reasonable to
generalize quantum machine learning to other biometrics tasks
besides face recognition such as Brain MR and liver tumor seg-
mentation [55], brain tumor segmentation [32], and radiological
image classification [34]. Quantum systems have the unique trait
of being nonreplicable, which makes them an invaluable asset in
the area of biometrics, such as face image data since it signifi-
cantly reduces the risk of sensitive personal information being
leaked. This is helpful for current biometrics privacy [59], [60].
This makes it a valuable area for further research. Quantum
computing offers unparalleled security for data due to the fact
that measurements of quantum circuits must be taken to gain
access to the data, rendering external malicious operations
unable to occur without leaving behind a trace. We can intro-
duce a new concept, quantum biometrics, which uses quantum
computing to process biometrics, including but not limited to
face recognition, fingerprint recognition, iris recognition and a
series of image-related tasks, and can also be extended to speech
recognition and personal habits. In addition to these routine
tasks, the application of quantum methods to genes and proteins
is also worth considering the good performance of quantum
computing, especially VQA in the field of chemistry.

VII. CONCLUSION

In this study, we introduced a novel quantum convolutional
model rooted in variational circuits, seamlessly integrating vari-
ational quantum circuits and convolutional layers into the frame-
work of quantum neural networks. Our research endeavors
encompassed a comprehensive series of experiments involving
diverse datasets, yielding a rich tapestry of empirical findings,
which we meticulously analyzed. The empirical outcomes
unequivocally underscored the advantages of our new model,
showcasing its superior computational efficiency and remark-
able recognition accuracy. Notably, our investigations revealed

that quantum circuits characterized by fixed variation consis-
tently contribute to enhanced model performance.

While the realm of face recognition has been extensively
explored within the domain of deep learning, our work repre-
sents a pioneering foray into its uncharted territory in the realm
of quantum machine learning. As elucidated in our preceding
discussions, this study serves as an inaugural stride, laying the
foundation for future endeavors in this nascent field. Our future
research trajectory will involve the exploration of more expan-
sive datasets and the experimentation with increasingly intricate
model architectures, aimed at further refining the classification
performance. We are committed to establishing the scalability
of quantum structures, seeking to match the prowess of classical
neural networks in face recognition tasks. Additionally, the
prospect of extending our fundamental methodology to accom-
modate high-resolution color face images will be a critical ave-
nue for exploration.

REFERENCES

[1] I. Adjabi, A. Ouahabi, A. Benzaoui, and A. Taleb-Ahmed, “Past,
present, and future of face recognition: A review,” Electronics, vol. 9,
no. 8, 2020, Art. no. 1188.

[2] M. Wang and W. Deng, “Deep face recognition: A survey,”
Neurocomputing, vol. 429, pp. 215–244, Mar. 2021.

[3] P. Parveen and B. Thuraisingham, “Face recognition using multiple
classifiers,” in Proc. Int. Conf. Tools Artif. Intell., Nov. 2006, pp. 13–15.

[4] Y. LeCun et al., “Backpropagation applied to handwritten zip code
recognition,” Neural Comput., vol. 1, no. 4, pp. 541–551, 1989.

[5] Z. Li, F. Liu, W. Yang, S. Peng, and J. Zhou, “A survey of
convolutional neural networks: analysis, applications, and prospects,”
IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 12, pp. 6999–7019,
Dec. 2022, doi: 10.1109/tnnls.2021.3084827.

[6] Y. Taigman, M. Yang, M. A. Ranzato, and L. Wolf, “Deepface: Closing
the gap to human-level performance in face verification,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit., 2022, pp. 1701–1708.

[7] G. B. Huang, M. Ramesh, T. Berg, and E. Learned-Miller, “Labeled
faces in the wild: a database for studying face recognition in
unconstrained environments,” Univ. of Massachusetts, Amherst, Tech.
Rep., Oct. 2007, pp. 07–49.

[8] L. Alchieri, D. Badalotti, P. Bonardi, and S. Bianco, “An introduction to
quantum machine learning: from quantum logic to quantum deep
learning,” Quantum Mach. Intell., vol. 3, pp. 1–30, Nov. 2021.

[9] R. Hammouche, A. Attia, S. Akhrouf, and Z. Akhtar, “Gabor filter bank
with deep autoencoder based face recognition system,” Expert Syst.
Appl., vol. 197, 2022, Art. no. 116743.

[10] W. O’Quinn and S. Mao, “Quantum machine learning: Recent advances
and outlook,” IEEE Wireless Commun., vol. 27, no. 3, pp. 126–131,
Jun. 2020.

[11] I. F. Iatan, “A fuzzy Kwan–Cai neural network for determining image
similarity and for the face recognition,” in Issues in the Use of Neural
Networks in Information Retrieval, Cham, Switzerland: Springer, 2017,
pp. 37–79.

[12] L. Mineh and A. Montanaro, “Accelerating the variational quantum
eigensolver using parallelism,” 2022, arXiv:2209.03796.

[13] M. Cerezo, G. Verdon, H. Y. Huang, L. Cincio, and P. J. Coles,
“Challenges and opportunities in quantum machine learning,” Nat.
Comput. Sci., vol. 2, no. 9, pp. 567–576, 2022.

[14] M. Amin, E. Andriyash, J. Rolfe, B. Kulchytskyy, and R. Melko,
“Quantum Boltzmann machine,” Phys. Rev. X, vol. 8, no. 2, pp. 21050–
21061, 2018, doi: 10.1103/PhysRevX.8.021050.

[15] Y. Zhang and Q. Ni, “Design of quantum neuron model for quantum
neural networks,” Quantum Eng., vol. 3, no. 3, p. e75, Sep. 2021.

[16] K. Beer et al., “Training deep quantum neural networks,” Nat.
Commun., vol. 11, no. 1, pp. 1–6, 2022.

[17] A. Ezhov and D. Ventura, Future Directions for Intelligent Systems and
Information Sciences. Heidelberg: Physica, 2000, pp. 213–235.

[18] M. Cerezo et al., “Variational quantum algorithms,” Nat. Rev. Phys.,
vol. 3, no. 9, pp. 625–644, 2022.

6340 IEEE TRANSACTIONS ON ARTIFICIAL INTELLIGENCE, VOL. 5, NO. 12, DECEMBER 2024

http://dx.doi.org/1188
http://dx.doi.org/10.1109/tnnls.2021.3084827
http://dx.doi.org/116743
http://dx.doi.org/10.1103/PhysRevX.8.021050.


[19] D. Mattern, D. Martyniuk, H. Willems, F. Bergmann, and A. Paschke,
“Variational quanvolutional neural networks with enhanced image
encoding,” 2021, arXiv:2106.07327.

[20] M. Henderson, S. Shakya, S. Pradhan, and T. Cook, “Quanvolutional
neural networks: Powering image recognition with quantum circuits,”
Quantum Mach. Intell., vol. 2, no. 1, 2020.

[21] I. Cong, S. Choi, and M. Lukin, “Quantum convolutional neural
networks,” Nat. Phys., vol. 15, no. 12, pp. 1273–1278, 2019.

[22] S. Aaronson, “Read the fine print,” Nat. Phys., vol. 11, no. 4, pp.
291–293, 2015.

[23] S. Oh, J. Choi, and J. Kim, “A tutorial on quantum convolutional neural
networks (QCNN),” in Proc. Int. Conf. Inf. Commun. Technol.
Convergence (ICTC), 2020, pp. 236–239, doi: 10.1109/ICTC49870.
2020.9289439.

[24] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based
learning applied to document recognition,” Proc. IEEE, vol. 86, no. 11,
pp. 2278–2324, 1998.

[25] J. McClean, S. Boixo, V. Smelyanskiy, R. Babbush, and H. Neven,
“Barren plateaus in quantum neural network training landscapes,” Nat.
Commun., vol. 9, no. 1, 2018, Art. no. 4812.

[26] A. S. Georghiades, P. N. Belhumeur, and D. J. Kriegman, “From few to
many: generative models for recognition under variable pose and
illumination,” in Proc. Fourth IEEE Int. Conf. Autom. Face Gesture
Recognit., 2000, pp. 277–284, doi: 10.1109/AFGR.2000.840647.
[Online]. Available: http://vision.ucsd.edu/content/yale-face-database/

[27] F. S. Samaria and A. C. Harter, “Parameterisation of a stochastic model
for human face identification,” in Proc. IEEE Work. Appl. Comput. Vis.,
1994, pp. 138–142, doi: 10.1109/acv.1994.341300. [Online]. Available:
https://cam-orl.co.uk/facedatabase.html

[28] V. Bergholm et al., “PennyLane: Automatic differentiation of hybrid
quantum-classical computations,” 2018, arXiv:1811.04968.

[29] A. Paszke et al., “PyTorch: An imperative style, high-performance
deep learning library,” in Proc. Adv. Neural Inf. Process. Syst., vol. 32,
2019, pp. 8026–8037.

[30] M. Abadi et al., “TensorFlow: Large-scale machine learning on
heterogeneous systems,” Softw. Available: Tensorflow.org, 2015.

[31] R. Huang, X. Tan, and Q. Xu, “Learning to learn variational quantum
algorithm,” IEEE Trans. Neural Netw. Learn. Syst., vol. 34, no. 11,
pp. 8430–8440, Nov. 2023, doi: 10.1109/tnnls.2022.3151127.

[32] D. Konar, S. Bhattacharyya, B. Panigrahi, and E. Behrman, “Qutrit-
inspired fully self-supervised shallow quantum learning network for
brain tumor segmentation,” IEEE Trans. Neural Netw. Learn. Syst.,
vol. 33, no. 11, pp. 6331–6345, Nov. 2022, doi: 10.1109/tnnls.2021.
3077188.

[33] A. A. Ezhov, “On quantum neural networks,” 2021, arXiv:2104.07106v1.
[34] A. Matic, M. Monnet, J. M. Lorenz, B. Schachtner, and T. Messerer,

“Quantum-classical convolutional neural networks in radiological image
classification,” in Proc. IEEE Int. Conf. Quantum Comput. Eng. (QCE),
2022, pp. 56–66.

[35] C. Ashwini and V. Sellam, “Corn disease detection based on deep
neural network for substantiating the crop yield,” Math. Inf. Sci.,
vol. 16, no. 3, pp. 423–433, 2022, doi: 10.18576/amis/160304.

[36] M. Zidan, A.-H. Abdel-Aty, A. El-Sadek, E. A. Zanaty, and M. Abdel-
Aty, “Low-cost autonomous perceptron neural network inspired by
quantum computation,” in Proc. AIP Conf. Proc., vol. 1905, no. 1,
2017, Art. no. 020005, doi: 10.1063/1.5012145.

[37] H. H. El-Sayed, S. K. Refaay, S. A. Ali, and M. T. El-Melegy, “Chain
based leader selection using neural network in wireless sensor networks
protocols,” Appl. Math. Inf. Sci., vol. 16, no. 4, pp. 643–653, 2022, doi:
10.18576/amis/160418.

[38] T. M. Shahwan, “A comparison of Bayesian methods and artificial
neural networks for forecasting chaotic financial time series,” J. Statist.
Appl. Probability, vol. 1, no. 2, pp. 89–100, 2012.

[39] F. Fan, Y. Shi, T. Guggemos, and X. X. Zhu, “Hybrid quantum-
classical convolutional neural network model for image classification,”

IEEE Trans. Neural Netw. Learn. Syst., early access, doi: 10.1109/
TNNLS.2023.3312170.

[40] S. Mishra and C. Y. Tsai, “QSurfNet: A hybrid quantum convolutional
neural network for surface defect recognition,” Quantum Inf. Process.,
vol. 22, no. 5, 2023, Art. no. 179.

[41] T. Hur, L. Kim, and D. K. Park, “Quantum convolutional neural
network for classical data classification,” Quantum Mach. Intell., vol. 4,
no. 1, 2022, Art. no. 3.

[42] A.-H. Abdel-Aty, H. Kadry, M. Zidan, E. A. Zanaty, and M. Abdel-Aty,
“A quantum classification algorithm for classification incomplete
patterns based on entanglement measure,” J. Intell. Fuzzy Syst., vol. 38,
no. 3, pp. 2817–2822, 2020.

[43] N. C. Thompson, K. Greenewald, K. Lee, and G. F. Manso, “The
computational limits of deep learning,” 2020, arXiv:2007.05558.

[44] M. Kim, A. K. Jain, and X. Liu, “AdaFace: Quality adaptive margin for
face recognition,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2022, pp. 18750–18759.

[45] H. Liu, X. Zhu, Z. Lei, and S. Z. Li, “AdaptiveFace: Adaptive margin
and sampling for face recognition,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., 2019, pp. 11947–11956.

[46] Y. Zhong, W. Deng, J. Hu, D. Zhao, X. Li, and D. Wen, “SFace:
Sigmoid-constrained hypersphere loss for robust face recognition,”
IEEE Trans. Image Process., vol. 30, pp. 2587–2598, 2021.

[47] Y. Kwak, W. J. Yun, S. Jung, and J. Kim, “Quantum neural networks:
Concepts, applications, and challenges,” in Proc. 12th Int. Conf.
Ubiquitous Future Netw. (ICUFN), 2021, pp. 413–416.

[48] M. Lewenstein, A. Gratsea, A. Riera-Campeny, A. Aloy, V. Kasper, and
A. Sanpera, “Storage capacity and learning capability of quantum neural
networks,” Quantum Sci. Technol., vol. 6, no. 4, 2021, Art. no. 045002.

[49] Z. Zhao, A. Pozas-Kerstjens, P. Rebentrost, and P. Wittek, “Bayesian
deep learning on a quantum computer,” Quantum Mach. Intell., vol. 1,
pp. 41–51, May 2019.

[50] S. Y. C. Chen, T. C. Wei, C. Zhang, H. Yu, and S. Yoo, “Quantum
convolutional neural networks for high energy physics data analysis,”
Phys. Rev. Res., vol. 4, no. 1, 2022, Art. no. 013231.

[51] Z. Holmes, K. Sharma, M. Cerezo, and P. J. Coles, “Connecting ansatz
expressibility to gradient magnitudes and barren plateaus,” PRX
Quantum, vol. 3, no. 1, 2022, Art. no. 010313.

[52] A. Senokosov, A. Sedykh, A. Sagingalieva, and A. Melnikov, “Quantum
machine learning for image classification,” 2023, arXiv:2304.09224.

[53] P. Easom-Mccaldin, A. Bouridane, A. Belatreche, and R. Jiang, “On
depth, robustness and performance using the data re-uploading single-
qubit classifier,” IEEE Access, vol. 9, pp. 65127–65139, 2021.

[54] P. Easom-McCaldin, A. Bouridane, A. Belatreche, R. Jiang, and S. Al-
Maadeed, “Efficient quantum image classification using single qubit
encoding,” IEEE Trans. Neural Netw. Learn. Syst., vol. 35, no. 2,
pp. 1472–1486, Feb. 2024, doi: 10.1109/TNNLS.2022.3179354.

[55] D. Konar, S. Bhattacharyya, T. K. Gandhi, B. K. Panigrahi, and
R. Jiang, “3-D quantum-inspired self-supervised tensor network for
volumetric segmentation of medical images,” IEEE Trans. Neural Netw.
Learn. Syst., early access, 2021. doi: 10.1109/TNNLS.2023.3240238.

[56] A. Barenco et al., “Elementary gates for quantum computation,” Phys.
Rev. A, vol. 52, no. 5, 1995, Art. no. 3457.

[57] K. Hornik, “Approximation capabilities of multilayer feedforward
networks,” Neural Netw., vol. 4, no. 2, pp. 251–257, 1991.

[58] T. Goto, Q. H. Tran, and K. Nakajima, “Universal approximation
property of quantum machine learning models in quantum-enhanced
feature spaces,” Phys. Rev. Lett., vol. 127, no. 9, 2021, Art. no. 090506.

[59] R. Jiang, P. Chazot, N. Pavese, D. Crookes, A. Bouridane, and M. E.
Celebi, “Private facial prediagnosis as an edge service for Parkinson’s
DBS treatment valuation,” IEEE J. Biomed. Health Inform., vol. 26,
no. 6, pp. 2703–2713, Jun. 2022.

[60] R. Jiang, A. Bouridane, D. Crookes, M. E. Celebi, and H.-L. Wei, “Privacy-
protected facial biometric verification using fuzzy forest learning,” IEEE
Trans. Fuzzy Syst., vol. 24, no. 4, pp. 779–790, Aug. 2016.

ZHU et al.: QUANTUM FACE RECOGNITION WITH MULTIGATE QUANTUM 6341

http://dx.doi.org/10.1109/ICTC49870.2020.9289439
http://dx.doi.org/10.1109/ICTC49870.2020.9289439
http://dx.doi.org/10.1109/AFGR.2000.840647
https://http://vision.ucsd.edu/content/yale-face-database/
http://dx.doi.org/10.1109/acv.1994.341300.
https://cam-orl.co.uk/facedatabase.html
http://dx.doi.org/10.1109/tnnls.2022.3151127
http://dx.doi.org/10.1109/tnnls.2021.3077188
http://dx.doi.org/10.1109/tnnls.2021.3077188
http://dx.doi.org/10.18576/amis/160304
http://dx.doi.org/020005
http://dx.doi.org/10.1063/1.5012145.
http://dx.doi.org/10.18576/amis/160418
http://dx.doi.org/10.1109/TNNLS.2023.3312170
http://dx.doi.org/10.1109/TNNLS.2023.3312170
http://dx.doi.org/179
http://dx.doi.org/3
http://dx.doi.org/045002
http://dx.doi.org/013231
http://dx.doi.org/010313
http://dx.doi.org/10.1109/TNNLS.2022.3179354
http://dx.doi.org/10.1109/TNNLS.2023.3240238
http://dx.doi.org/3457
http://dx.doi.org/090506


<<
	/CompressObjects /Off
	/ParseDSCCommentsForDocInfo false
	/CreateJobTicket false
	/PDFX1aCheck false
	/ColorImageMinResolution 200
	/GrayImageResolution 300
	/DoThumbnails false
	/ColorConversionStrategy /sRGB
	/GrayImageFilter /DCTEncode
	/EmbedAllFonts true
	/CalRGBProfile (Adobe RGB \0501998\051)
	/MonoImageMinResolutionPolicy /OK
	/AllowPSXObjects false
	/LockDistillerParams true
	/ImageMemory 1048576
	/DownsampleMonoImages true
	/ColorSettingsFile (None)
	/PassThroughJPEGImages true
	/AutoRotatePages /None
	/Optimize false
	/ParseDSCComments false
	/MonoImageDepth -1
	/AntiAliasGrayImages false
	/GrayImageMinResolutionPolicy /OK
	/JPEG2000ColorImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/ConvertImagesToIndexed true
	/MaxSubsetPct 100
	/Binding /Left
	/PreserveDICMYKValues false
	/GrayImageMinDownsampleDepth 2
	/MonoImageMinResolution 400
	/sRGBProfile (sRGB IEC61966-2.1)
	/AntiAliasColorImages false
	/GrayImageDepth -1
	/PreserveFlatness false
	/OtherNamespaces [
		<<
			/IncludeSlug false
			/CropImagesToFrames true
			/IncludeNonPrinting false
			/OmitPlacedBitmaps false
			/AsReaderSpreads false
			/Namespace [
				(Adobe)
				(InDesign)
				(4.0)
			]
			/FlattenerIgnoreSpreadOverrides false
			/OmitPlacedEPS false
			/OmitPlacedPDF false
			/SimulateOverprint /Legacy
			/IncludeGuidesGrids false
			/ErrorControl /WarnAndContinue
		>>
		<<
			/IgnoreHTMLPageBreaks false
			/IncludeHeaderFooter false
			/AllowTableBreaks true
			/UseHTMLTitleAsMetadata true
			/MetadataTitle /
			/ShrinkContent true
			/UseEmbeddedProfiles false
			/TreatColorsAs /MainMonitorColors
			/MetricUnit /inch
			/RemoveBackground false
			/HonorBaseURL true
			/ExpandPage false
			/AllowImageBreaks true
			/MetadataSubject /
			/MarginOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/Namespace [
				(Adobe)
				(GoLive)
				(8.0)
			]
			/OpenZoomToHTMLFontSize false
			/PageOrientation /Portrait
			/MetadataAuthor /
			/MobileCompatible 0.0
			/MetadataKeywords /
			/MetricPageSize [
				0.0
				0.0
			]
			/HonorRolloverEffect false
		>>
		<<
			/IncludeProfiles true
			/ConvertColors /NoConversion
			/FormElements true
			/MarksOffset 6.0
			/FlattenerPreset <<
				/PresetSelector /MediumResolution
			>>
			/DestinationProfileSelector /UseName
			/MultimediaHandling /UseObjectSettings
			/PreserveEditing true
			/PDFXOutputIntentProfileSelector /UseName
			/BleedOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/UntaggedRGBHandling /LeaveUntagged
			/GenerateStructure false
			/AddRegMarks false
			/IncludeHyperlinks false
			/IncludeBookmarks false
			/MarksWeight 0.25
			/PageMarksFile /RomanDefault
			/UntaggedCMYKHandling /LeaveUntagged
			/AddPageInfo false
			/AddBleedMarks false
			/IncludeLayers false
			/IncludeInteractive false
			/AddColorBars false
			/UseDocumentBleed false
			/AddCropMarks false
			/DestinationProfileName (U.S. Web Coated \050SWOP\051 v2)
			/Namespace [
				(Adobe)
				(CreativeSuite)
				(2.0)
			]
			/Downsample16BitImages true
		>>
	]
	/CompressPages true
	/GrayImageMinResolution 200
	/CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
	/PDFXBleedBoxToTrimBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/AutoFilterGrayImages false
	/EncodeColorImages true
	/AlwaysEmbed [
	]
	/EndPage -1
	/DownsampleColorImages true
	/ASCII85EncodePages false
	/PreserveEPSInfo false
	/PDFXTrimBoxToMediaBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/CompatibilityLevel 1.7
	/MonoImageResolution 600
	/NeverEmbed [
	]
	/CannotEmbedFontPolicy /Error
	/PreserveOPIComments false
	/AutoPositionEPSFiles false
	/JPEG2000GrayACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
	/EmbedJobOptions true
	/JPEG2000ColorACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/MonoImageDownsampleType /Bicubic
	/DetectBlends true
	/EmitDSCWarnings false
	/ColorImageDownsampleType /Bicubic
	/EncodeGrayImages true
	/Namespace [
		(Adobe)
		(Common)
		(1.0)
	]
	/AutoFilterColorImages false
	/DownsampleGrayImages true
	/GrayImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/AntiAliasMonoImages false
	/GrayImageAutoFilterStrategy /JPEG
	/GrayACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/ColorImageAutoFilterStrategy /JPEG
	/ColorImageMinResolutionPolicy /OK
	/ColorImageResolution 300
	/PDFXRegistryName (http://www.color.org)
	/MonoImageFilter /CCITTFaxEncode
	/CalGrayProfile (Dot Gain 15%)
	/ColorImageMinDownsampleDepth 1
	/PDFXTrapped /False
	/DetectCurves 0.0
	/ColorImageDepth -1
	/JPEG2000GrayImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/TransferFunctionInfo /Remove
	/ColorImageFilter /DCTEncode
	/PDFX3Check false
	/ParseICCProfilesInComments true
	/DSCReportingLevel 0
	/ColorACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/PDFXOutputConditionIdentifier (CGATS TR 001)
	/PDFXCompliantPDFOnly false
	/AllowTransparency false
	/UsePrologue false
	/PreserveCopyPage true
	/StartPage 1
	/MonoImageDownsampleThreshold 1.5
	/GrayImageDownsampleThreshold 1.5
	/CheckCompliance [
		/None
	]
	/CreateJDFFile false
	/PDFXSetBleedBoxToMediaBox true
	/EmbedOpenType false
	/OPM 1
	/PreserveOverprintSettings true
	/UCRandBGInfo /Preserve
	/ColorImageDownsampleThreshold 1.5
	/MonoImageDict <<
		/K -1
	>>
	/GrayImageDownsampleType /Bicubic
	/Description <<
		/ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
		/GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
		/FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
		/KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
		/HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
		/NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
		/DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
		/CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
		/ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
		/DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
		/JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
		/SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
		/SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
		/CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
		/CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
		/ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
		/RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
		/HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
		/PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
		/NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
		/TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
		/POL <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>
		/HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
		/SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
		/RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
		/ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
	>>
	/CropMonoImages false
	/DefaultRenderingIntent /Default
	/PreserveHalftoneInfo true
	/ColorImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/CropGrayImages false
	/PDFXOutputCondition ()
	/SubsetFonts false
	/EncodeMonoImages true
	/CropColorImages false
	/PDFXNoTrimBoxError true
>>
setdistillerparams
<<
	/PageSize [
		612.0
		792.0
	]
	/HWResolution [
		600
		600
	]
>>
setpagedevice


