Control strategies for timestep selection in finite element simulation of incompressible flows and coupled reaction–convection–diffusion processes
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SUMMARY

We propose two timestep selection algorithms, based on feedback control theory, for finite element simulation of steady state and transient 2D viscous flow and coupled reaction–convection–diffusion processes. To illustrate performance of the schemes in practice, we solve Rayleigh–Benard–Marangoni flows, flow across a backward-facing step, unsteady flow around a circular cylinder and chemical reaction systems. Numerical experiments confirm that the feedback controllers produce in some cases a very smooth stepsize variation, suggesting that robust control algorithms are possible. These experiments also show that parameter selection can improve timesteps when co-ordinated with the convergence control of non-linear iterations. Further, computational cost of the selection procedures is negligible, since they involve only storing a few extra vectors, computation of norms and evaluation of kinetic energy. Copyright © 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

With the evolution of numerical methodology to more complex classes of coupled flow and transport problems there has been an increasing need for improved algorithms and other enhancements such as adaptive grid refinement and coarsening. Several adaptive timestepping selection strategies have been developed as a means to provide stable accurate transient
(and steady-state) solutions more efficiently. Analogously, adaptive grid schemes use feedback from the computed solution on a given intermediate grid to ascertain where the grid should be locally refined. We remark that both of these processes (adaptive timestep selection and adaptive grid refinement) can be viewed as examples of feedback control problems. This brings us to the main theme of the present work—the utilization of feedback control algorithms for timestep selection in the simulations of steady state and transient 2D viscous flow and coupled reaction–convection–diffusion processes combined with surface tension effects.

Adaptive techniques for automatic timestep selection are probably the most important means to improve efficiency of a given integration method in the numerical solution of ordinary differential equations. These strategies are usually based on approximate local truncation error measures or on purely heuristic considerations. For example, standard automatic timestep selection algorithms use an estimate of the local truncation error to adjust the stepsize in accordance with a user-specified accuracy requirement, as shown in References [1–4]. Of particular interest here are ODE systems arising from semidiscrete approximation of coupled PDE systems such as those in fluid flow and transport. Gresho et al. [5] use a predictor–corrector scheme with a time truncation estimate for integration error control in advection–diffusion problems. Winget and Hughes [6], Johan et al. [7] and Jacob and Ebecken [8] develop stepsize selection schemes based on heuristic rules for transient heat conduction, compressible Navier–Stokes equations and structural dynamics problems, respectively. Another strategy for timestep integration is to use control theory. Gustafsson et al. [9–11] developed a control approach for adaptive timestep selection and presented an algorithm using the concept of proportional-integral-derivative (PID) control. Both of these studies dealt with traditional ODE systems. A recent review of the field is found in Reference [12].

In this work, we propose two PID timestep control algorithms based on controlling accuracy or the convergence rate of the successive iterations [13–18] for semidiscrete systems arising in PDE applications. The first control utilizes normalized changes in the solution variables of interest (velocities, temperature, concentration, etc.) to compute the local truncation errors. In the second control, the timestep size is limited by the normalized changes in other quantities such as the non-dimensional kinetic energy or by the rate of convergence of the successive approximations. The efficiency of these controls are compared with the heuristic time-stepping strategy developed by Winget and Hughes [6], also implemented in our code. We demonstrate that, with these controllers, we obtain approximate solutions with a smaller number of steps without any significant loss of accuracy. In addition, the controllers also produce in some cases a smooth variation of timesteps, suggesting that a robust control algorithm is possible. These ideas are illustrated for several coupled viscous flow and transport problems. We also provide comparison studies with a digital filter/PID controller presented by Söderlind [19].

The outline of this work is as follows. First, we present the class of transient coupled problems under investigation and briefly the finite element formulations. Then, we discuss the two control algorithms for timestep selection. In Section 4, we present the application problems. In the first problem, we assess the accuracy of the solutions when our controllers are applied to a test problem with known analytical solution. In the second example, we study the performance of the controllers to solve Rayleigh–Benard–Marangoni problems. Then, we solve flow over a backward-facing step and unsteady flow around a circular cylinder with vortex shedding. Finally, we apply the timestep control algorithms to solve non-linear flow and reactive transport as well as chemical reaction systems, we present the main conclusions, and comment on the extension of these ideas to include adaptive meshing.
2. COUPLED VISCOUS FLOW AND TRANSPORT

We consider the flow of a viscous incompressible fluid as described by the Navier–Stokes equations coupled to the transport of heat and mass by convection, conduction and reaction in the fluid including surface tension effects. The class of transient coupled problems we are interested in solving may be summarized by the following equations:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \nu \Delta \mathbf{u} + \frac{1}{\rho} \nabla p = \mathbf{q} + \mathbf{f}(T, c) \quad \text{in } \Omega \times I \tag{1}
\]

\[
\nabla \cdot \mathbf{u} = 0 \quad \text{in } \Omega \times I \tag{2}
\]

\[
\rho c_p \frac{\partial T}{\partial t} + \rho c_p \mathbf{u} \cdot \nabla T - \nabla \cdot (k \nabla T) = h_1(T, c) \quad \text{in } \Omega \times I \tag{3}
\]

\[
\frac{\partial c}{\partial t} + \mathbf{u} \cdot \nabla c - \nabla \cdot (K \nabla c) = h_2(T, c) \quad \text{in } \Omega \times I \tag{4}
\]

where \( \Omega \) is the flow domain, \( I = [0, T] \) the time interval, \( \mathbf{u} \) the velocity vector, \( p \) the pressure, \( \nu = \mu/\rho \) the kinematic viscosity, \( \rho \) the density, \( \mathbf{q} \) is an applied body force, \( \mathbf{f}(T, c) \) is a temperature \((T)\) and species concentration \((c)\) dependent body force, \( c_p \) the specific heat, \( k \) the thermal conductivity, \( h_1(T, c) \) and \( h_2(T, c) \) are non-linear reaction source/sink terms and \( K \) is the diffusion tensor. The initial conditions of the problem are \( u(0) = u_0, T(0) = T_0, c(0) = c_0 \), and we consider the following boundary conditions:

- velocities or free surface boundary conditions

\[
\mathbf{u} = \mathbf{u}_w \quad \text{or} \quad \nu \nabla \mathbf{u} \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega_1 \tag{5}
\]

\[

\nu \nabla \mathbf{u} \cdot \mathbf{n} = \Gamma(T, c) \quad \text{on } \partial \Omega_2 \tag{6}
\]

- temperature, flux or mixed boundary conditions

\[
T = T_w \quad \text{or} \quad k \nabla T \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega_3 \tag{7}
\]

\[
k \nabla T \cdot \mathbf{n} = h_c(T - T_e) \quad \text{on } \partial \Omega_4 \tag{8}
\]

- species concentration, flux and mixed boundary conditions

\[
c = c_w \quad \text{or} \quad K \nabla c \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega_5 \tag{9}
\]

\[
-K \nabla c \cdot \mathbf{n} = \gamma c - \Psi \quad \text{on } \partial \Omega_6 \tag{10}
\]

where \( \mathbf{n} \) is a unit normal vector, and we suppose that the boundary \( \partial \Omega \) of the domain may be divided into \( \partial \Omega_1 \) to \( \partial \Omega_6 \), on which conditions can be imposed. Functions \( \mathbf{u}_w, \Gamma, \Psi \) are specified and \( h_c, \gamma \) are known parameters.
Let us first consider the spatial discretization of the viscous flow equation. Introducing a finite element discretization and basis on a uniform discretization \( \Omega_h \) of quadrilateral elements, the semidiscrete projection of the penalized variational formulation of the Navier–Stokes equations (1) and (2) reduces to: for \( 0 < \varepsilon \ll 1 \), find \( u_h^* \in V^h \) satisfying the initial condition with \( u_h^* = u_w \) on \( \partial \Omega_{1h} \) such that \([20,21]\)

\[
\int_{\Omega_h} \left( \frac{\partial u_h^*}{\partial t} \cdot v_h + \nu \nabla u_h^* : \nabla v_h + (u_h^* \cdot \nabla)u_h^* \cdot v_h \right) \, d\Omega + \frac{1}{\varepsilon} I(\nabla \cdot u_h^*)(\nabla \cdot v_h) = \int_{\partial \Omega_{1h}} (q + f(T_h, c_h)) \cdot v_h \, d\Omega + \int_{\partial \Omega_{2h}} I(\nabla \cdot u_h^*) (\nabla \cdot v_h) \, d\Omega
\]

for all \( v_h \in V^h \) with \( v_h = 0 \) on \( \partial \Omega_{1h} \), where \( I \) denotes reduced numerical integration, \( \varepsilon \) is the penalty parameter, \( \partial \Omega_h \) is the finite element approximation of the boundary, and \( \partial \Omega_{1h} \) to \( \partial \Omega_{6h} \) approximate \( \partial \Omega_1 \) to \( \partial \Omega_6 \), respectively. This leads to the following non-linear semidiscrete system of ordinary differential equations:

\[
\mathcal{M} \frac{d\mathbf{U}}{dt} + \nu \mathcal{A} \mathbf{U} + \mathcal{N}(\mathbf{U}) + \frac{1}{\varepsilon} \mathcal{B} \mathbf{U} = \mathcal{F}(\mathbf{T}, \mathbf{C})
\]

where matrices \( \mathcal{M}, \mathcal{A}, \mathcal{N}, \mathcal{B} \) correspond to the respective mass, viscous, inertial and penalty terms on the left in (11) and \( \mathcal{F} \) corresponds to the source term on the right. The semidiscrete systems for the heat and mass transfer equations are constructed similarly. For example, the finite element formulation for the mass transfer equation of a representative single species \( c_s, s = 1, 2, \ldots, n_s \) of (4) is

\[
\int_{\Omega_h} \left( \frac{\partial c_{hs}}{\partial t} + u_{hi} \frac{\partial c_{hs}}{\partial x_i} \right) + \frac{\partial w_h}{\partial x_i} k_{ij} \frac{\partial c_{hs}}{\partial x_j} - w_h h_{2s}(T_h, c_h) \right) \, d\Omega
\]

\[
+ \sum_{e=1}^{E} \int_{\Omega_e} \tau \left[ \frac{u_{hm}}{||u_h||} \right] \frac{\partial w_h}{\partial x_m} \left( \frac{\partial c_{hs}}{\partial t} + u_{hi} \frac{\partial c_{hs}}{\partial x_i} - \frac{\partial}{\partial x_i} \left( k_{ij} \frac{\partial c_{hs}}{\partial x_j} \right) - h_{2s}(T_h, c_h) \right) \, d\Omega
\]

\[
= \int_{\partial \Omega_{ah}} w_h (\gamma c_{hs} - \Psi_s) \, dl \quad \text{for all } w_h \in W^h
\]

where \( W^h \) is the finite element test space for the transport problem, the first integral represents the Galerkin formulation of the problem and the second integral is the SUPG stabilization term added to the variational formulation \([22]\). The last integral in (13) enforces the mixed boundary condition (10) and \( k_{ij}^s, i, j = 1, 2 \), is the diffusion tensor for species component \( s \). The resulting semi-discrete ODE system for the nodal concentration vector \( \mathbf{C} \) has the form

\[
\mathcal{M} \frac{d\mathbf{C}}{dt} + \mathcal{R}(\mathbf{U})\mathbf{C} + \mathcal{S} \mathbf{C} = \mathcal{H}(\mathbf{C})
\]

where matrices \( \mathcal{M}, \mathcal{R}, \mathcal{S} \) and \( \mathcal{H} \) correspond to the respective mass, convective and diffusive terms on the left in (13) and \( \mathcal{H} \) corresponds to the source term on the right. A similar
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A semidiscrete SUPG system follows from (3) for temperature. This yields a coupled set of semidiscrete systems for nodal velocity, species concentration and temperature. The resulting coupled semidiscrete systems are integrated using a standard $\theta$-method $0 \leq \theta \leq 1$, where $\theta = 0$ corresponds to the forward Euler scheme, $\theta = \frac{1}{2}$ the trapezoidal Crank–Nicolson type scheme and $\theta = 1$ the backward Euler scheme. In the numerical studies presented later, the second-order implicit scheme ($\theta = \frac{1}{2}$) is used. Timestep selection is based on the PID control described later.

Within each timestep we must solve a coupled non-linear algebraic system associated with the discretized flow and transport equations. The main coupling between the flow and transport subsystems enters weakly through the dependence of the source term in the flow equations on the temperature and concentration and the convective velocity in the species/temperature transport. Since the class of applications here does not involve high speed flow a corresponding iterative block decoupling of the subsystems within each timestep will be effective. That is, we can decouple the respective discretized flow and transport systems by a successive approximation scheme in which the source term is ‘lagged’ in the flow equation and the computed velocity iterate is then used in the discretized transport subsystems. This successive approximation iteration is then repeated until convergence.

The respective flow and transport subproblems (resulting from the successive approximation decoupling) are non-linear. In the present scheme the non-linearity from the inertial term in the flow equation subsystem (12) is weak so we use an iterative successive approximation to linearize $\hat{N}$ in (12) as

$$\hat{N}(U) \approx D(U_{k-1})U_k = \int_{\Omega_h} (u_{h,k-1} \cdot \nabla)u_{h,k} \cdot v_h \, d\Omega$$

with initial iterates given by the solution at the previous step. For each successive approximation $k = 1, 2, \ldots$ within timestep we have to solve linear systems of the form

$$\mathcal{P}U^n_k = 2$$

with

$$\mathcal{P} = \mathcal{M} + \frac{\Delta t}{2} \left(v_{h}A + D + \frac{1}{\varepsilon} B \right)$$

and

$$2 = \left(\mathcal{M} - \frac{\Delta t}{2} \left(v_{h}A + D + \frac{1}{\varepsilon} B \right)\right)U_{k}^{n-1} + \frac{\Delta t}{2}(\mathcal{F}^n + \mathcal{F}^{n-1})$$

where $n$ denotes the time index, and $\mathcal{F}^n = q^n + f$ where $f$ is evaluated at the current iterate of $T$ and $C$. Solutions of the resulting linear systems are obtained using a direct frontal solver [23].

The velocity solution is then used as the convective coefficient in the subsequent transport systems such as (14). Since the reaction term $\mathcal{H}$ in (14) is a non-linear function of the unknown species solution, we have to solve a non-linear system of the form

$$\mathcal{L}(C^n) = 0$$
where

\[ \mathcal{L}(C^n) = \left( \hat{\mathcal{H}} + \frac{\Delta t}{2} (\mathcal{R}(U^n) + \mathcal{E}) \right) C^n - \frac{\Delta t}{2} \mathcal{H}^n + \mathcal{I} \]  

(20)

with

\[ \mathcal{I} = - \left( \hat{\mathcal{H}} - \frac{\Delta t}{2} (\mathcal{R}(U^{n-1}) + \mathcal{E}) \right) C^{n-1} - \frac{\Delta t}{2} \mathcal{H}^{n-1} \]  

(21)

and \( n \) denotes the timestep index. The non-linear system (19) is solved by Newton’s method in the present study. The starting iterate is the solution from the most recent subsystem solve. Given \( C^n_0, U^{n-1} \) and \( U^n \), for \( k = 1, 2, \ldots \), solve linear systems of the form

\[ \mathcal{J} (C^n_k - C^{n,k-1}) = -\mathcal{V} \]  

(22)

with

\[ \mathcal{J} = \left( \hat{\mathcal{H}} + \frac{\Delta t}{2} (\mathcal{R}(U^n) + \mathcal{E}) \right) - \frac{\Delta t}{2} \frac{\partial \mathcal{H}_{k-1}^{n}}{\partial C^n} \]  

(23)

and

\[ \mathcal{V} = \left( \hat{\mathcal{H}} + \frac{\Delta t}{2} (\mathcal{R}(U^n) + \mathcal{E}) \right) C^{n,k-1} - \frac{\Delta t}{2} \mathcal{H}_{k-1}^{n} + \mathcal{I} \]  

(24)

where \( \mathcal{I} \) is defined in (21) and \( \mathcal{H}_{k-1}^{n} = \mathcal{H}(T_{k-1}^{n}, C_k^{n-1}) \). Here the solution of the linear systems (22) are also obtained using a direct frontal solver [23]. A similar approach is applied to the thermal subsystem and the solutions used to update the source term in the flow equation.

In the preceding discussion we have outlined an algorithm for decoupled solution of the subsystems within each timestep. Such a decoupled scheme is appropriate when the PDE subsystems are weakly coupled, as in the cases described in later numerical experiments. For situations where the coupling is strong it may be preferable to solve the problem within each timestep as a fully coupled system or use other algorithms. The situation is then quite complex because the cost of the fully coupled non-linear algebraic solution is much more expensive. It is clearly also possible to construct other variants of the scheme described here. For example, one can consider approximate solution of the decoupled problem with a single pass where the coupling source term is treated explicitly using the value from the previous timestep. Such an approach is appealing when the timescales of the subsystems differ significantly or if other non-linearities in the systems are comparatively more significant than the coupling non-linearity. The non-linearity can restrict the timestep by rejecting and halving timesteps where non-linear convergence is not attained in a subsystem solve. If the problem is due to disparate timescales then subcycling is effective with different size timesteps on different subsystems [24]. It is clear from these remarks that the choice of a best algorithm is inherently problem dependent. In the numerical studies we consider both multisweep and single sweep decoupling within a timestep and comment on their behaviour.

Clearly, other integrators are possible and may be advisable in some situations, but similar PID timestep control strategies to those considered here can again be applied. In the next section we discuss the form of timestep control utilized in the present scheme and numerical studies.
3. CONTROL STRATEGIES

Most timestep schemes are based on controlling accuracy as determined by truncation error estimates (e.g. Prediction–Modification–Correction). The objective of timestep selection is to minimize the computational effort to construct an approximate solution of a given problem in accordance with a desired accuracy. Gustafsson et al. [9–11] showed that stepsize selection can be viewed as an automatic control problem with a PID controller defined as

$$\Delta t_{n+1} = \left( \frac{e_{n-1}}{e_n} \right)^{k_P} \left( \frac{\text{tol}}{e_n} \right)^{k_I} \left( \frac{e_{n-1}^2}{e_n e_{n-2}} \right)^{k_D} \Delta t_n$$  \hspace{1cm} (25)

where tol is some input tolerance, $e_n$ is the measure of the change of the quantities of interest in time $t_n$, and $k_P$, $k_I$ and $k_D$ are the PID parameters. Figure 1 shows a block diagram of the feedback control problem. An estimate of the solution change is compared with the specified accuracy requirement, and the result is fed back to calculate the new time step. The controller tries to select the stepsize such that $e_n$ comes as close as possible to the input tolerance, tol, along a smooth curve.

Gustafsson and Söderlind [25] establish a model for controlling the convergence rate of the iterative method that relates the convergence rate to the stepsize. Assuming that the stepsize is limited by the convergence rate of non-linear iterations, the new stepsize should be chosen as

$$\Delta t_{n+1} = \frac{\zeta_{\text{ref}}}{\zeta} \Delta t_n$$  \hspace{1cm} (26)

where $\zeta_{\text{ref}}$ is a reference rate of convergence and $\zeta$ is an estimated rate of convergence. Now the controller tries to keep the estimated convergence rate as close as possible to a reference value, $\zeta_{\text{ref}}$. In general, any value $0.2 < \zeta_{\text{ref}} < 0.4$ would be acceptable, and $\zeta_{\text{ref}} \approx 0.2$ gives performance near to optimal [25]. The estimated rate of convergence is calculated using three consecutive iterates for the velocities, $u_{n-2}$, $u_{n-1}$, and $u_n$, as follows:

$$\zeta = \max \ z_n = \max_n \frac{||u_n - u_{n-1}||}{||u_{n-1} - u_{n-2}||}$$  \hspace{1cm} (27)

It is necessary to co-ordinate the convergence control algorithm (26) with the stepsize control strategy (25) so that efficiency is maintained. We propose two timestep control algorithms.

The first control uses the changes in velocities, temperature and concentrations, and can be motivated based on the need to control accuracy with respect to time in the specific solution.
variables. The Control 1 is defined by
\[
\Delta t = \left( \frac{e_{n-1}}{e_n} \right)^{k_p} \left( \frac{1}{e_n} \right)^{k_l} \left( \frac{e_{n-1}^2}{e_n e_{n-2}} \right)^{k_D} \Delta t_{prev}
\]  
(28)
with
\[
e_n = \max(e_u, e_T, e_c)
\]
(29)
where
\[
e_u = \frac{e_u^*}{\text{tol}_u}, \quad e_u^* = \frac{\|U^n - U^{n-1}\|}{\|U^n\|}
\]
(30)
\[
e_T = \frac{e_T^*}{\text{tol}_T}, \quad e_T^* = \frac{\|T^n - T^{n-1}\|}{\|T^n\|}
\]
(31)
\[
e_c = \frac{e_c^*}{\text{tol}_c}, \quad e_c^* = \frac{\|C^n - C^{n-1}\|}{\|C^n\|}
\]
(32)
and \(\Delta t\) represents the new timestep size, \(\Delta t_{prev}\) is the timestep size at the previous step, and \(\text{tol}_u\), \(\text{tol}_T\) and \(\text{tol}_c\) are user supplied tolerances corresponding to the normalized changes in velocities, temperature and concentration vectors, respectively. The control formula (28) may be written in the equivalent form [19]
\[
\Delta t = \left( \frac{1}{e_n} \right)^{k_l + k_p + k_D} \left( \frac{1}{e_{n-1}} \right)^{-(k_p + 2k_D)} \left( \frac{1}{e_{n-2}} \right)^{k_D} \Delta t_{prev}
\]
(33)
which is expressed in terms of present and past control errors only. Depending on the way the norm that measures the error is implemented, this formula is preferable. However, we observe in our numerical experiments that the results with this alternative formula are essentially identical. Thus, we use the control formula given by (28).

In the second control, the size of the timestep is limited by the changes in the kinetic energy or by the rate of convergence of the successive approximations. The Control 2 is given by
\[
\Delta t = \min(\Delta t_s, \Delta t_r)
\]
(34)
where
\[
\Delta t_s = \frac{\gamma_{ref}}{\alpha} \Delta t_{prev}
\]
(35)
\[
\Delta t_r = \left( \frac{e_{n-1}}{e_n} \right)^{k_p} \left( \frac{1}{e_n} \right)^{k_l} \left( \frac{e_{n-1}^2}{e_n e_{n-2}} \right)^{k_D} \Delta t_{prev}
\]
(36)
1. Input data: $u^{n-1}$, $u^n$, $T^{n-1}$, $T^n$, $C^{n-1}$, $C^n$, $K^{n-1}$, $K^n$, $t$, $\Delta t$, $n$, $\alpha$, $nsa$.
2. Control data: $\Delta t_{\text{min}}$, $\Delta t_{\text{max}}$, $k_p$, $k_f$, $k_D$, tol, tol_t, tol_c, tol_k, nsas, $\alpha_{\text{ref}}$, control.
3. Initialize variables: $e_{n-2} \leftarrow 1.0$, $e_{n-1} \leftarrow 1.0$, $\Delta t_{\text{prev}} \leftarrow \Delta t_{\text{min}}$, $n_{\text{rej}} \leftarrow 0$.
4. If control = 1 then
   compute $e_n$ using (29)-(32)
else
   compute $e_n$ using (37).
5. If $((e_n > 1.0) \lor (nsa > nsas))$ and $(\Delta t > \Delta t_{\text{min}})$ then reject the timestep:
   (a) $n_{\text{rej}} \leftarrow n_{\text{rej}} + 1$
   (b) $u^n \leftarrow u^{n-1}$, $T^n \leftarrow T^{n-1}$, $C^n \leftarrow C^{n-1}$, $K^n \leftarrow K^{n-1}$
   (c) $t \leftarrow t - \Delta t$
   (d) $n \leftarrow n - 1$
   (e) $\text{factor} = \frac{1}{e_n}$
   (f) if $(\text{factor} > 0.8)$ then $\text{factor} = 0.8$
   (g) $\Delta t \leftarrow \max(\text{factor} \Delta t, \Delta t_{\text{min}})$
   (h) $\Delta t_{\text{prev}} \leftarrow \Delta t^2/\Delta t_{\text{prev}}$
else
   (i) compute $\Delta t \leftarrow (\frac{e_{n-1}}{e_n})^{k_p} (\frac{1}{e_n})^{k_f} (\frac{e_{n-2}}{e_n})^{k_D} \Delta t_{\text{prev}}$
   (j) If control = 2 then
      (j1) compute $\Delta t_a$ using (35)
      (j2) $\Delta t \leftarrow \min(\Delta t_a, \Delta t)$
   (k) $\Delta t \leftarrow \max(\Delta t, \Delta t_{\text{min}})$
   (l) $\Delta t \leftarrow \min(\Delta t, \Delta t_{\text{max}})$
   (m) $\Delta t_{\text{prev}} \leftarrow \Delta t$
   (n) $e_{n-2} \leftarrow e_{n-1}$, $e_{n-1} \leftarrow e_n$
endif

Figure 2. Algorithm for Control 1 and 2.

and

$$e_n = \frac{e_K^*}{\text{tol}_K}, \quad e_K^* = \frac{K^n - K^{n-1}}{\|K^n\|}, \quad K = \int_{\Omega} \frac{(u^* + v^*)^2}{2} \, d\Omega$$

(37)

Here, tol$_K$ is a given tolerance corresponding to the normalized changes in kinetic energy, and $u^*$ and $v^*$ are the non-dimensional velocity components. The motivation in choosing this control for the kinetic energy is related to an interest in the qualitative behaviour of the solution as different cell structures, steady-state solutions, periodic solutions or aperiodic solutions arise.

Our control algorithms may be summarized by the steps in Figure 2. The algorithm for controlling the timestep has two main parts. First, a step size is assumed, and using the newly
computed solution, an a posteriori estimate is made of the error in the step. Second, this error measure is used to accept or reject the solution and modify the timestep accordingly. If the error is unacceptable, the new solution is discarded and we restart the time integration in the previous step with a scaled timestep size based on the magnitude of the error relative to the tolerance. In our algorithm, if the sequence of iterates of the non-linear system is converging at a slow rate, the timestep is also rejected. That is, if the number of successive approximations nsa is greater than the maximum number of successive approximations allowed nsa_max, the step size is rejected. If the error is acceptable, a new timestep is calculated using (28) or (34) and we proceed with the time integration.

To prevent an excessive growth or reduction of the step size $\Delta t$, we supply timestep limiters $\Delta t_{\text{min}}$ and $\Delta t_{\text{max}}$ which limit the control signal (anti-windup effect [26]). The effect of the anti-windup is to reduce both overshoot and the control effort in the feedback system. In most of the examples studied in this paper, the initial timestep size is chosen to allow convergence of the successive iterations and the Newton iterations at the beginning of the process. That is, if we start with a timestep size greater than the initial timesteps chosen here, the non-linear iterations failed to converge after a few time steps.

We performed parametric studies for different values of PID parameters ($k_P$, $k_I$, $k_D$) for two test problems, to verify whether the PID controller is robust or not. Although feedback control theory provides techniques to choose PID parameters, robustness is required when a general method is used for a wide range of different situations. The controller was found to be very robust, allowing us to fix the values of the PID parameters, $k_P = 0.075$, $k_I = 0.175$ and $k_D = 0.01$, for all the numerical experiments performed subsequently. Experimental studies will be given in the next section showing the efficiency of the two controls. Comparative studies between the two controls and the timestep selection strategy suggested by Winget and Hughes [6] will also be carried out for representative test problems. The results with the Winget and Hughes heuristic algorithm will be labelled as W&H.

4. NUMERICAL RESULTS

4.1. Validation problem

Our main objective here is to assess the accuracy of the solutions when the timestep control strategies are applied to a specified problem. We also want to verify whether the PID controller is robust or not. For this investigation, we apply Control 1 to a constructed example with known analytic solution, and we perform parametric studies for different values of PID parameters $k_P$, $k_I$ and $k_D$.

Our experiment is a test problem constructed to have in the unit square domain $[0, 1] \times [0, 1]$ and for $t > 0$ the analytic solution

$$c = 10^2(t + 1)^2x(x - 1)y(y - 1)$$

(38)

where $c$ is the solution of the transport equation (4) for a single species component. The diffusion tensor is $K_{11} = K_{22} = 1$, $K_{12} = K_{21} = 0$, and the non-linear reaction term is taken to be

$$h_2 = -c^2 + f$$

(39)
where the function \( f \) is given by

\[
f = \frac{\partial c}{\partial t} + u \frac{\partial c}{\partial x} + v \frac{\partial c}{\partial y} - K_1 \frac{\partial^2 c}{\partial x^2} - K_2 \frac{\partial^2 c}{\partial y^2} + c^2
\]  

(40)

The initial solution is defined as the exact solution at the initial time \( t = 0 \). We specify essential boundary conditions similarly and the exact velocity field is taken to be

\[
u(t, x, y) = (t + 1)^2 y^2(1 - x)^2(2y - 6y^2 + 4y^3)
\]

\[
u(t, x, y) = (t + 1)^2 y^2(1 - y)^2(-2x + 6x^2 - 4x^3)
\]  

(41)

This velocity field is divergence free and satisfies the no-slip condition \( u = 0 \) on the boundary of the square. The maximum nodal velocity is approximately \( 1.2 \times 10^{-2} \), which corresponds to a Reynolds number of \( Re = 1.2 \).

We use in these experiments a \( 2 \times 2 \) grid with biquadratic elements, since the relative errors in the \( L^2 \)-norm for any number of elements is within roundoff error. The initial timestep size is \( 10^{-4} \), and we allow minimum and maximum timestep sizes of \( 10^{-4} \) and \( 10^{-3} \), respectively. Changes in nodal concentration are calculated with an input tolerance of \( 10^{-5} \), and the calculations stop when the time is greater than 0.01. We perform parametric studies of the timestep controller for values similar to those used by Gustafsson \textit{et al.} \cite{9} and also by Coutinho and Alves \cite{27}. We choose values of \( k_P \) ranging from 0.03 to 0.20, \( k_I \) from 0.03 to 0.40, and \( k_D \) from 0.003 to 0.02. We also study the case where \( k_P = k_D = 0 \).

Table I shows the \( L^2 \)-norm of the error in the concentration solution, the number of time iterations, \( n_{\text{step}} \), the number of rejected steps, \( n_{\text{rej}} \), the total number of Newton iterations, \( n_{\text{newt}} \), and the computational effort, \( c_{\text{effort}} \), defined here as \( n_{\text{newt}} \) divided by the number of Newton iterations obtained using a fixed timestep size of \( 10^{-4} \). We can see from Table I that the error in the approximate solution at the final time is of order \( 10^{-6} \) for all cases studied. Moreover, with the PID control strategy we find approximate solutions with a smaller number of time steps without any significant loss of accuracy.

The PID controller is very robust as we can also see from Table I. Although feedback control theory provides techniques to choose the PID parameters, robustness is required when
a general finite element method is used for a wide range of different simulations. The variation in the number of time iterations is very small if we keep \( k_p \) in the range 0.03 to 0.20, \( k_i \) from 0.03 to 0.40, and \( k_D \) from 0.003 to 0.02. For these reasons, we fix the values of the PID parameters equal to \( k_p = 0.075 \), \( k_i = 0.175 \) and \( k_D = 0.01 \) in all the numerical experiments performed subsequently. In most cases, a PI controller is satisfactory. However, we show that these values are also suitable for the other application problems presented here, and we see more significant improvements with the new adaptive schemes in these latter applications.

4.2. Rayleigh–Benard–Marangoni problems

Natural convection of an incompressible fluid can be driven by buoyancy forces due to temperature gradients and thermocapillary forces caused by gradients in the surface tension [28–31]. The classic Rayleigh–Benard problem corresponds to flow between two horizontal plates where the top plate is held at a constant (cool) temperature and the bottom plate is held at a higher constant temperature. At critical Rayleigh number the heated fluid near the bottom plate begins to rise while the (cool) fluid near the top is more dense and descends. This leads to circular convection cells in two dimensions. If the plate is removed from the upper surface, then the thermocapillary surface tension due to temperature gradients on the free surface also becomes important. This is a direct consequence of the dependence of surface tension on temperature (Marangoni effect). Now, both buoyancy and thermocapillary effects may be important in driving the flow for this classical Rayleigh–Benard–Marangoni problem.

The dimensionless equations describing Rayleigh–Benard–Marangoni flows are

\[
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \nabla^2 \mathbf{u} + \nabla p &= \frac{Ra}{Pr} T \mathbf{g} \quad \text{in } \Omega \times I \\
\nabla \cdot \mathbf{u} &= 0 \\
\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T - \frac{1}{Pr} \nabla^2 T &= 0
\end{align*}
\]  

(42)  

(43)  

(44)  

where \( \Omega \) is the domain, \( I = [0, T] \) the time interval, \( Ra = \beta_T \Delta T g L^3 / \nu \alpha \) the Rayleigh number, \( Pr = \nu / \alpha \) the Prandtl number, \( \beta_T \) the thermal coefficient, \( g \) the gravity, \( \nu \) the kinematic viscosity, \( \alpha = k / \rho c_p \) the thermal diffusivity, \( k \) the thermal conductivity, \( \rho \) the density, and \( c_p \) the specific heat.

We assume that there is no slip at the solid walls \( \partial \Omega_1 \), i.e. \( \mathbf{u} = \mathbf{u}_w \) where \( \mathbf{u}_w \) is the specified wall boundary velocity. Temperature, flux or mixed thermal boundary conditions may be applied. The Marangoni problem involves a shear stress boundary in the free surface \( \partial \Omega_2 \). The boundary condition on the free surface is

\[
\nabla \mathbf{u} \cdot \mathbf{n} = -\frac{Ma}{Pr} \nabla T \cdot \mathbf{t}
\]

(45)

where \( Ma = \sigma_T \Delta T L / \rho \nu \alpha \) is the Marangoni number, \( \sigma_T = \partial \sigma / \partial T \) is determined empirically for a given fluid, \( \mathbf{n} \) is a unit normal vector, and \( \mathbf{t} \) is a unit tangent vector. Here we assume that surface tension \( \sigma \) varies linearly with \( T \), so \( \sigma_T \) is a constant for a given fluid.
We investigate the formation of Rayleigh–Benard cells treating the flow in a two-dimensional simulation. We consider the flow in a rectangular container with aspect ratio 4:1 (length:width), insulated lateral walls, $Pr = 0.72$ and $Ra = 30000$. Temperatures on bottom and top surfaces are normalized to $T = 1$ and 0, respectively. The initial conditions are $u = 0$ and $T(x, y) = 1 - y$ in the domain. The approximate velocity and temperature are calculated using biquadratic shape functions with a grid of $32 \times 8$ elements, and the control algorithms for timestep selection. We approach steady state using fixed and adapted timesteps. The resulting velocity field, streamlines and temperature contours are shown in Figure 3. There are six recirculation cells, and the results agree well with those obtained by Griebel et al. [32].

Table II shows the computational effort for flow in a container with aspect ratio 4:1.

<table>
<thead>
<tr>
<th></th>
<th>ntstep</th>
<th>nrejec</th>
<th>nsa</th>
<th>$c_{\text{effort}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed $\Delta t$</td>
<td>241</td>
<td>0</td>
<td>731</td>
<td>1</td>
</tr>
<tr>
<td>Control 1</td>
<td>192</td>
<td>0</td>
<td>643</td>
<td>0.88</td>
</tr>
<tr>
<td>Control 2</td>
<td>89</td>
<td>1</td>
<td>380</td>
<td>0.52</td>
</tr>
<tr>
<td>W&amp;H</td>
<td>193</td>
<td>0</td>
<td>644</td>
<td>0.88</td>
</tr>
</tbody>
</table>

We start with a timestep size of 0.001, and we allow minimum and maximum time steps of 0.001 and 0.5, respectively. We set a tolerance of 0.01 for changes in nodal velocities and
temperature and 0.8 for changes in the kinetic energy. The reference rate of convergence for Control 2 is 0.35 in this example.

As we can see in Table II, we obtain solutions with a reduced number of successive approximation iterations using all the controllers. However, Control 2 gives the smallest computational effort. With a fixed timestep size of 0.001 we need 731 iterations, and only 380 iterations when Control 2 is applied. Thus, the solution is obtained 1.9 times faster using Control 2. In this example, Control 1 and W&H are equivalent in terms of computational
Figure 4 shows the timestep size against time and the number of successive approximation iterations using Control 1, Control 2 and W&H. We see that Control 2 produces bigger timesteps with a moderate increase in the number of successive iterations.

The second experiment involves buoyancy forces due to temperature gradients and thermocapillary forces caused by gradients in the surface tension. The flow domain is a unit square $\Omega = [0, 1] \times [0, 1]$ with temperatures $T = 1$, $T = 0$ on the left and right walls, respectively, adiabatic bottom wall and the top is a flat free surface. The initial conditions are $u = 0$ and $T(x, y) = 1 - x$ in the domain. The approximate steady-state velocities and temperature are calculated using biquadratic elements in a uniform mesh with $16 \times 16$ elements. The Rayleigh number is $10^3$, the Prandtl number is $Pr = 0.71$, and the problem is solved at $Ma = 1$, $100$ and $1000$ (see Figure 5). At $Ma = 1$, the effect of the surface tension is small and the streamlines are roughly circular. The solution is similar in structure to the classic buoyancy driven flow. At $Ma = 100$, the effect of the thermocapillary force at the free surface is more pronounced. The streamlines are concentrated near the top boundary. At $Ma = 1000$, the flow is being strongly driven at the top boundary as seen in similar experiments presented by Zebib et al. [31]. We consider also the case of a fluid where the surface tension acts in the direction contrary to the thermal gradient. Similar situations arise for fluids in welding when impurities are presented [33]. Figure 5 shows the stream function contours for $Ma = -10$ and $-100$. The contours at $Ma = -10$ look similar to the solution at $Ma = 1$ due to the small
Table III. Computational effort for the Rayleigh–Benard–Marangoni problem, \( Pr = 0.71, Ra=1000 \) and \( Ma = 100 \) in a unit square.

<table>
<thead>
<tr>
<th>Case</th>
<th>ntstep</th>
<th>nrejec</th>
<th>nsa</th>
<th>( C_{\text{effort}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed ( \Delta t )</td>
<td>118</td>
<td>0</td>
<td>272</td>
<td>1</td>
</tr>
<tr>
<td>Control 1</td>
<td>23</td>
<td>0</td>
<td>75</td>
<td>0.28</td>
</tr>
<tr>
<td>Control 2</td>
<td>13</td>
<td>0</td>
<td>57</td>
<td>0.21</td>
</tr>
<tr>
<td>W&amp;H</td>
<td>25</td>
<td>0</td>
<td>80</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Figure 6. Non-dimensional kinetic energy plotted as a function of time calculated using fixed timestep sizes of 0.001 (left) and using Control 1 (right).

Thermocapillary effect. At \( Ma = -100 \), the surface tension effect is strong enough to reverse the flow on the top surface and two cells are formed.

To study the behaviour of the PID timestep selection algorithms, we select the case where \( Ma = 100 \). We start with a minimum timestep size of 0.001, and we allow a maximum timestep of 0.1. Solutions are obtained with tolerances of 0.2 and 0.1 for changes in nodal velocities and temperature, respectively. The tolerance corresponding to the normalized changes in kinetic energy is equal to one. The reference rate of convergence is equal to 0.2. As we can see in Table III, we obtain the solutions with 57 successive approximation iterations using Control 2. With a fixed timestep size of 0.001, we need 272 iterations. Thus, the solutions are obtained 4.8 times faster using Control 2. Here, the choice of the timestep in Control 2 is dominated by the changes in the kinetic energy, with only three time iterations limited by the changes in the convergence rate of the successive iterations. Figure 6 shows the time evolution of the non-dimensional kinetic energy calculated using fixed timestep sizes of 0.001 and using Control 1.
Figure 7. Timestep variation (top) and number of successive approximations (bottom) using Control 1, Control 2 and W&H for $Pr = 0.71$, $Ra=1000$ and $Ma = 100$ in a unit square.
Figure 8 shows the timestep variation and the number of successive approximations against time using Control 1, Control 2 and W&H, respectively. We observe that Control 1 yields a smoother sequence of time steps than W&H. However, these two approaches are equivalent in terms of efficiency. Control 2 calculates the solution with the smallest computational effort.

4.3. Flow over a backward-facing step

The next experiment is for the backward-facing step problem, Figure 8. Results of physical experiments are given in Reference [34], and numerical results obtained using different finite element methods can be found, for example, in References [35,36]. In Reference [32] the problem is solved for different Reynolds numbers using a finite difference approach. Numerical results using our penalty finite element formulation are compared with those published by Griebel et al. [32].

The problem involves viscous incompressible flow over an isothermal two-dimensional backward-facing step. Introducing the dimensionless variables \( x^* = x/L \), \( y^* = y/L \), \( u^* = u/u_\infty \), \( v^* = v/v_\infty \), \( p^* = (p - p_\infty)/\rho_\infty u_\infty^2 \), with given scalar constants \( L, u_\infty, p_\infty, \rho_\infty \), and substituting these relations into (1) and (5), we obtain

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \frac{1}{Re} \nabla p = 0 \quad \text{in } \Omega \times I \tag{46}
\]

\[
\nabla \cdot \mathbf{u} = 0 \quad \text{in } \Omega \times I \tag{47}
\]

where we have dropped the superscript * for simplicity, and \( Re = \rho_\infty u_\infty L/\mu \) is the Reynolds number. The initial velocity is \( u = 1.0, v = 0 \) in the upper half of the domain and \( u = v = 0 \) in the lower half. The step is the rectangle \([0, 7.5] \times [0, 0.75]\) and the inflow velocity at the left end has the constant value \( u = 1.0 \). The length \( L \) measured from the step to the end of the calculation domain was selected to make the reattachment length independent of the calculation domain, and the boundary condition at the outflow section was taken as that of a fully developed flow. We solve the problem towards steady state for Reynolds numbers, \( Re = 100 \) and 500.

The mesh is uniform for \( 0 \leq x \leq 15 \) with \((\Delta x, \Delta y) = (0.1875, 0.3)\). For the downstream region \( 15 \leq x \leq 30 \) and \( 0 \leq y \leq 1.5 \) the mesh is uniform across the channel but smoothly graded in the flow direction using

\[
x(i) = 15 + 15 \ast \left( \frac{i - 1}{n_x - 1} \right)^{1.2} \tag{48}
\]
Figure 9. Flow over a backward-facing step, streamlines at $Re = 100$ (top) and $Re = 500$ (bottom).

Figure 10. Characteristic lengths.

where $nx = 30$ is the number of elements in the downstream region. Elements near $x = 30$ are approximately twice the length of elements near $x = 15$. The steady-state solution is approached when $||u^n - u^{n-1}|| < 10^{-7}||u^n||$. Results were obtained using the four-node continuous bilinear velocity element with 1-point Gauss quadrature for the penalty term.

The basic character of the backward-facing step flow at $Re = 100$ and 500 is well known and is illustrated in the contour plots of Figure 9. Note that the figures show only the part of the computational domain $6 \leq x \leq 20$, since this contains all the essential features. The streamlines shown in Figure 9 reveal that, for $Re = 100$, the flow widens immediately behind the step and an eddy of moderate size is evident behind the step. When viscosity is further reduced ($Re = 500$), the main flow is drawn downward, causing it to separate from the upper boundary and leading to the formation of a second eddy. Note that the first eddy increases in size with increasing Reynolds number ($Re = 500$).

The lengths $X_1$ and $X_2$ of the lower and upper eddies as well the horizontal distance $X_3$ from the step to the upper eddy’s point of separation are values often used to characterize the resulting flow, see Figure 10. For $Re = 100$, we can observe in Figure 9 that the flow
separates at the step corner and forms a recirculation eddy with a reattachment point on the lower wall approximately at \(x = 10.35\) which corresponds to \(X_1 = 2.85\). This eddy increases in size to \(x = 13.725\) \((X_1 = 6.225)\) with increasing Reynolds number \((Re = 500)\). A second eddy forms on the upper wall, for \(Re = 500\), beginning approximately at \(x = 12.15\) and terminating at \(x = 18.975\) \((X_2 = 6.825\) and \(X_3 = 4.65\). The results are in exact agreement with the results reported by Griebel et al. [32].

Now we compare the computational effort to calculate the solution for \(Re = 100\) in Table IV. In this case, we also implemented the PI controller suggested by Söderlind [19] known as H211PI. The PI controller and first-order digital filter has a negative proportional gain \((k_p < 0)\) and is given by

\[
\Delta t_{n+1} = \left( \frac{1}{e_n^k} \right)^{k_i + k_p} \left( \frac{1}{e_{n-1}} \right)^{-k_p} \Delta t_n
\]

with parameters \(k_i = 1/3\), \(k_p = -1/6\) and \(k_D = 0\). We start with a timestep size of 0.02, and we allow minimum and maximum time steps of 0.02 and 1.0, respectively. The solutions are obtained with a tolerance of \(10^{-3}\) for changes in nodal velocities. The tolerance corresponding to the normalized changes in kinetic energy is equal to 0.1, and the reference rate of convergence is equal to 0.25. We allowed a maximum number of successive approximations, \(n_{s_{\text{max}}}\), equal to 10. As we can see in Table IV, we obtain the solutions with a reduced number of successive approximation iterations in all cases, and the controllers are equivalent in terms of efficiency. The choice of the timestep in Control 2 is dominated by the convergence rate of the successive iterations, with only 15 timesteps limited by the changes in the kinetic energy. Figure 11 shows the timestep variation and the number of successive approximations against time using Control 1, Control 2, W&H and H211PI, respectively. Observe that Control 1 and H211PI controller have a similar behaviour and produce a very smooth curve, while W&H yields a curve with several steps and Control 2 oscillates tremendously. In our experiments, if the step size is bigger than the maximum time step allowed, \(\Delta t_{\text{max}} = 1\), the number of successive approximations obtained is bigger than the maximum number of successive approximations allowed, \(n_{s_{\text{max}}} = 10\). As a consequence, we can observe that at the end of the process, the timestep sizes are kept equal to the maximum size allowed.

Next, we compare the computational effort to calculate the solution for \(Re=500\) in Table V. We start with a timestep size of 0.02, and we allow minimum and maximum time steps of 0.02 and 1.0, respectively. The solutions are obtained with a tolerance of \(10^{-4}\) for changes in nodal velocities. The tolerance corresponding to the normalized changes in kinetic energy.
Figure 11. Timestep variation (top) and number of successive approximations (bottom) using Control 1, Control 2, W&H and H21PI for $Re = 100$. 
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Table V. Computational effort for the backward-facing step flow at $Re = 500$.

<table>
<thead>
<tr>
<th>$Re = 500$</th>
<th>nstep</th>
<th>nrejec</th>
<th>nsa</th>
<th>$c_{effort}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed $\Delta t$</td>
<td>1628</td>
<td>0</td>
<td>5916</td>
<td>1</td>
</tr>
<tr>
<td>Control 1</td>
<td>283</td>
<td>0</td>
<td>1477</td>
<td>0.25</td>
</tr>
<tr>
<td>Control 2</td>
<td>183</td>
<td>0</td>
<td>1164</td>
<td>0.20</td>
</tr>
<tr>
<td>W&amp;H</td>
<td>436</td>
<td>1</td>
<td>2189</td>
<td>0.37</td>
</tr>
</tbody>
</table>

is equal to 0.01, and the reference rate of convergence is equal to 0.2. As we can see in Table V, Control 2 gives the smallest computational effort. With a fixed timestep size of 0.02 we need 5916 iterations, and only 1164 iterations when Control 2 is applied. Thus, the solution is obtained 5 times faster using Control 2. The choice of the timestep in Control 2 is dominated by the convergence rate of the successive iterations, with 61 timesteps limited by the changes in the kinetic energy. Figure 12 shows the timestep variation and the number of successive approximations against time using Control 1, Control 2 and W&H, respectively. We can observe that Control 1 yields a smoother sequence of timesteps than W&H, and Control 2 oscillates wildly in this example. Since the size of the timestep increases at the beginning of the process for Control 1 and W&H, the number of successive iterations to obtain convergence of the non-linear process at each corresponding time also increases. The oscillatory behaviour of Control 2 is responsible for the large variation of the number of successive iterations calculated by this controller.

4.4. Flow past a circular cylinder

Flow past a circular cylinder has become a traditional benchmark problem used to test the performance of various numerical methods [22, 37, 38]. The flow around a stationary cylinder presents many varied physical characteristics depending on Reynolds number. For a Reynolds number based on the free stream velocity and on the cylinder diameter, experiments show that a steady-state solution with symmetric attached recirculation regions occurs up to Reynolds numbers equal to 40. However, for higher Reynolds numbers, the flow shows a periodic shedding of vortices, forming what is called a Von Karmann vortex street.

The geometry and boundary conditions considered are depicted in Figure 13. The diameter of the cylinder is one, and free traction boundary conditions are imposed at the outflow section. The initial condition consists of a uniform velocity field with $u = 1$ everywhere, except along the cylinder surface, where non-slip conditions have been assumed. Figure 14 shows the mesh, containing 4683 nodes and 4520 elements.

We solve the problem using our control algorithms to obtain the approximate solutions, and compare our results with those obtained by Engelman and Jamnia [37]. In their work, they used a variable-time-increment approach based on controlling the local time truncation error at each step. The variable time increment settled down to a constant increment of 0.269 after 100 time steps. This results in about 22 timesteps for each vortex shedding cycle. In our control algorithms, we allowed a minimum timestep size of 0.05 and a maximum timestep size of 0.3. In this example, Control 1 uses the changes in nodal vertical velocity component at point $q$. 

The variation of the vertical velocity component $v$ at point $q$ is shown in Figure 15 for the two control approaches from $t = 60$ to $t = 180$. Note that after an initial transient, the vertical velocity component $v$ exhibits a periodic behaviour. Vortices begin to shed after approximately
Figure 13. Domain specification and boundary conditions for the cylinder in a crossflow problem.

Figure 14. Finite element mesh with 4683 nodes and 4520 elements.

Figure 15. Flow past a circular cylinder, vertical velocity component at point \( q \) using Control 1 (left) and Control 2 (right).

100 timesteps and by timestep 150 the periodic vortex street is well established. The time histories at location \( q \) for the vertical velocity component \( v \) is in accordance with the results presented in Reference [37]. A typical velocity field vector plot for \( Re = 100 \) is given in Figure 16.

Figure 16. Vector plot at $t = 160$, $Re = 100$, obtained with $\Delta t = 0.05$.

Table VI. Computational effort for the transient flow past a circular cylinder, $Ra = 100$.

<table>
<thead>
<tr>
<th>Case</th>
<th>nstep</th>
<th>nrejec</th>
<th>nsa</th>
<th>$c_{\text{effort}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed $\Delta t$</td>
<td>3600</td>
<td>0</td>
<td>18007</td>
<td>1</td>
</tr>
<tr>
<td>Control 1</td>
<td>844</td>
<td>126</td>
<td>7726</td>
<td>0.43</td>
</tr>
<tr>
<td>Control 2</td>
<td>623</td>
<td>0</td>
<td>4974</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Of particular interest for the vortex-shedding problem are the period $\tau$ for one shedding cycle and the Strouhal number $St = Df/v$, where $f = 1/\tau$ is the shedding frequency, $D$ is cylinder diameter, and $v$ is the horizontal velocity component. These values are $\tau = 5.4$, $St = 0.185$ for Control 1 and $\tau = 5.8$, $St = 0.173$ for Control 2. The numerical results obtained using Control 2 are in exact agreement with the available data in Reference [37]. To provide good temporal resolution, it is necessary to take at least 100 timesteps per period. However, as we want to verify the performance of our control algorithms and compare with numerical data available in the literature, we allowed a maximum time step size of 0.3, which corresponds to 20 timesteps per shedding cycle. The Strouhal numbers above differ from experiments, $St_{\text{exp}} = 0.167$, in [22]. This may be a consequence of an inappropriate choice of the spatial domain for the model problem and the small number of timesteps per vortex shedding.

The computational effort to obtain the numerical solutions for the flow past a circular cylinder problem is shown in Table VI for $t = [0, 180]$. For Control 1, we decided to control the fluid movement at point $q$ at the outflow boundary. We define a tolerance of 3.0 for changes in the vertical velocity component at this point. For Control 2, the successive changes in kinetic energy are limited to 10.0, and the reference rate of convergence is equal to 0.3. The controllers reduce the number of successive approximations necessary to calculate the approximations, and Control 2 presents the best results.

The variation in timestep sizes is shown in Figure 17. Control 2 keeps the timestep size close to the maximum value while Control 1 varies the timestep size between the minimum and the maximum values. This is probably the justification for the superior performance of Control 2. After two initial timesteps, the number of successive approximations necessary for
convergence of the non-linear process at each timestep size remains fixed at 8 for Control 2. For Control 1, the number of successive approximations varies between 5 and 8.

4.5. Chemical reaction systems

The last class of problems studied here involves non-linear flow and reactive transport. We solve chemical reaction on a catalyst section with heat effects included [39, 40]. The process is highly non-linear because of an exponential chemical reaction term arising from the temperature dependence of the chemical reaction rate. As a consequence, we need to choose a very small timestep to obtain convergence of the non-linear iterations in the transport equation. Therefore, efficient computation of the transport process in this example demands the use of timestep selection algorithms.

When a domain or body made from a porous material impregnated with a catalytic substance is submerged in a gas stream, the reactant $A$ diffuses into the domain or body, reacts on the catalytic surface, and the product $B$ diffuses out. We assume that the process $A \rightarrow B$ is non-isothermal and homogeneous and that the chemical change takes place in the entire volume of the fluid. We also assume that the reaction mechanism is known [40, 41]. Consider a first-order, irreversible reaction in a catalyst section $[-L,L] \times [-L,L]$ with reaction rate given by $R = -ac \exp(-\Delta E/\hat{R}T)$, where $T$ is the absolute temperature, $\Delta E$ is the activation energy, $\hat{R}$ is the gas constant, and $a$ is constant.

The dimensionless unsteady equations for the non-isothermal problem are

\[
\frac{\partial T}{\partial t} + u \cdot \nabla T - \frac{1}{M_1} \nabla^2 T = \frac{\phi^2 c}{M_1} \exp \left( \gamma \left( 1 - \frac{1}{T} \right) \right)
\]

(50)

\[
\frac{\partial c}{\partial t} + u \cdot \nabla c - \frac{1}{M_2} \nabla^2 c = -\frac{\phi^2 c}{M_2} \exp \left( \gamma \left( 1 - \frac{1}{T} \right) \right)
\]

(51)

with initial conditions

\[T(x, y, 0) = c(x, y, 0) = 1 + \sin(\pi x) \sin(\pi y)\]

(52)
Figure 18. Evolution of temperature solution using bilinear elements on a 8 × 8 grid for the non-isothermal problem.

and boundary conditions

\[ \nabla T \cdot n = \nabla c \cdot n = 0 \quad \text{on} \quad \partial \Omega_1 \]

\[ -\nabla T \cdot n = \frac{Nu}{2}(T - 1.1) \quad \text{on} \quad \partial \Omega_2 \quad (53) \]

\[ -\nabla c \cdot n = \frac{Sh}{2}(c - 1.0) \quad \text{on} \quad \partial \Omega_2 \quad (54) \]
Table VII. Results with Control 1 and W&H for the non-isothermal problem.

<table>
<thead>
<tr>
<th>Case</th>
<th>ntstep</th>
<th>nrejec</th>
<th>newt</th>
<th>$c_{\text{effort}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No control</td>
<td>400</td>
<td>0</td>
<td>1223</td>
<td>1</td>
</tr>
<tr>
<td>Control 1</td>
<td>104</td>
<td>1</td>
<td>423</td>
<td>0.34</td>
</tr>
<tr>
<td>W&amp;H</td>
<td>112</td>
<td>1</td>
<td>433</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Figure 19. Timestep variation using Control 1 and W&H for the non-isothermal problem.

where $\partial \Omega_2$ is the right side of the dimensionless section $\Omega = [0, 1] \times [0, 1]$, $M_1 = \rho c_p L^2 / k t_s$, $M_2 = L^2 / \phi t_s$, $Nu = h_y 2L / \phi$ is the Nusselt number, $Sh = k_y 2L / \phi$ is the Sherwood number, and $\phi = \sqrt{k_0 L^2 / \phi}$ is the Thiele modulus. Here $k_0 = a \exp(-\gamma)$, $\gamma = \Delta E / R T_0$ and $\beta = (-\Delta H_R)c_0 / kT_0$, where $-\Delta H_R$ is the heat of reaction.

We solve the unsteady problem with $M_1 = 176$, $M_2 = 199$, $Nu = 55.3$, $Sh = 66.5$, $\gamma = 20$, $\beta = 0.6$ and $\phi = 0.8$. The known steady-state velocity field is given by the numerical solution of a Stokes problem as in References [23, 24, 39] and input into the transport equations, which are solved for concentration and temperature. The approximate solutions are calculated using a grid with $8 \times 8$ bilinear elements. Figure 18 shows the transient temperature distribution in a catalyst section at times $t = 0, 1, 5$ and 10.

For a fixed time equal to 20, we compare approximate solutions using Control 1 and W&H. We start with a timestep size of 0.05, and we allow minimum and maximum time steps of 0.05 and 5, respectively. The solutions are obtained with a tolerance of $10^{-6}$ for the changes in nodal temperature and concentration. Table VII shows the number of time iterations, ntstep, the number of rejected steps, nrejec, the number of Newton iterations, newt, and the computational effort, $c_{\text{effort}}$, defined as newt divided by the number of Newton iterations obtained using a fixed timestep size. We obtain the solution with 423 Newton iterations using
Control 1, and we need 1223 Newton iterations with a fixed timestep of 0.05. Thus, we have obtained this solution 2.89 times faster. W&H also produces good results. Figure 19 shows the timestep size against time for Control 1 and W&H. Observe that Control 1 produces a very smooth curve, while W&H yields a curve with several steps.

5. CONCLUSIONS

In this work we present two adaptive timestep selection schemes based on feedback control theory to increase the robustness of our finite element formulation of coupled incompressible viscous flow and transient heat and mass transfer with surface effects included. These PID control algorithms for timestep selection are based on controlling accuracy or the convergence rate of the successive iterations. The schemes were tested for Rayleigh–Benard–Marangoni flows, flow across a backward-facing step, unsteady flow around a circular cylinder and chemical reaction systems. The finite element flow formulation is based on a penalty Galerkin method and the transport equations utilize a SUPG formulation. The algorithm employs an iteratively decoupled scheme. In the application problems, we computed steady-state and transient solutions using fixed timestep sizes and adaptive timestep sizes to test the efficiency of our controllers to solve the related class of coupled problems. We also compared our controllers with a timestep selection algorithm from the literature.

One important issue is to assess solution accuracy when timestep control strategies are applied to a specified problem. In some of the examples, the controllers produced a smooth variation of timesteps. The results suggest that a robust control algorithm is possible. Further, computational cost of the selection procedures are negligible, since they involve only storing a few extra vectors, computation of norms and evaluation of kinetic energy. We demonstrate the efficiency of our first control to solve non-linear flow and reactive transport. In this example, efficient computation of the transport process demands the use of a timestep selection algorithm, since the process is highly non-linear because of an exponential chemical reaction term. The efficiency of Control 2 was verified in the numerical simulations of the Rayleigh–Benard–Marangoni problems, flow across a backward-facing step and unsteady flow around a cylinder. In all these problems Control 2 achieved the best performance. In some of the test problems, the choice of the timestep in Control 2 was dominated by the convergence rate of the successive iterations, and in other cases by the changes in the kinetic energy.

In closing we remark that the strategies here may be also applied in conjunction with adaptive mesh refinement. Here adaptive mesh refinement uses feedback control to monitor the error due to the spatial discretization and subdivides the mesh accordingly. One can then relate the error in the integration scheme specifically to the admitted error in the spatial discretization scheme to equidistribute the error in space and time. Another approach would be to use space–time finite elements in strips, with again the strip width (timestep) controlled using a PID approach. A more open question would be the application of PID ideas in an unstructured space–time formulation or in explicit–implicit hybrid integration schemes. The most recent development in the field of control theory for timestep selection is the use of digital filters [19]. They offer new possibilities which remain to be explored.
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